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Merit and Demerit of 
Monopolization

• merit
– success of the Internet monopolize IT to make 

phone and broadcast networks disappear
• cost reduction and speed increase of of IT 

environment

• demerit
– success of IPv4 monopolize IT to make IPv6 

disappear
• future break down of the Internet?



IPv6 won’t be Popular?

• any IPv6 capable applications work with 
IPv4
– occupy same ecological niche

• IPv4 is commercially necessary
– IPv4 has scale merit

• IPv6 won’t be popular with free competition 
in  private sectors
– political intervention should be necessary



IPv6 is Definitely Necessary (?)

• with IPv4, only 4G hosts may exist

• with IPv6, each of 4G people may have 4G 
hosts

• when will IPv6 be available?
– should be before IPv4 address exhausted

• when will it be exhausted?
– IPv4 address space was not used efficiently

– as IPv4 address becomes scarce, efficiency improves

– some has been saying “will expire in 10 years” since 20 
years ago
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IPv4 (Internet Protocol Version 4, 
rfc791)

• do almost nothing in the network
– deliver packets to their destinations

– fragmentation

– maintain TTL (time to live)
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IPv6 (Internet Protocol Version 6, 
rfc2460)

• do almost nothing in the network
– deliver packets to their destinations

– no fragmentation in the network

– maintain TTL (time to live) (renamed to be Hop 
Limit)

– (IP option)

– (QoS guarantee)



Format of IPv4 Packets (rfc791)

Source Address

Destination Address

Optional Header (Variable Length, not Actually Used)

Header ChecksumL4 Protocol

Packet Length4 Header
Length

4 Bytes

Remaining Transport Header and Payload

IP (L
3) H

eader

Destination Port NumberSource Port Number

T
ransport (L

4)
H

eader

TTL

ToS

fragment management



IPv6 Packet Format

Source Address

Next Header

Flow Label6

4 Bytes

Remaining Headers and Payload

Ｉ
Ｐ
（
３
層
）
ヘ
ッ
ダ

Hop Limit

ToS

Payload Length

Destination Address



Header Fields Proper to IPv6

• Flow Label
– identify communication by source address and 

flow label
• ease QoS guarantee?

• Next Header
– equivalent to IPv4 option + (L4) protocol

– headers are chained, terminated by transport 
layer header

• major design flaw of IPv6



Reason Why Optional OP Header 
is not (can not be) Used

• Options Processed by Routers
– Router Processing become Complex

• routers become slower

• routers may crash

– Is processing by routers necessary at all?
• according to the end to end principle, options are 

harmful and useless

• Options not Processed by Routers
– Options at or above the transport layer



Problems of IPv6 Next Headers

• no limit on the number or length of headers
– 1280B accepted by any IPv6 capable host

• IPv4 header < 60B, 576B accepted by any

– router processing slow & complicated
• QoS guarantee by port numbers practically impossible

– ICMPv6 error may not contain port numbers
• ICMPv6 can only be 1280B long

– there is no guaranteed minimum payload length
• headers can be 1280B long or even longer



Initial Proposal (rfc2374) of
IPv6 Address Structure

• have strong hierarchy

• two layers at ISP level
– TLA (Top Level Aggregater)

– NLA (Next Level Aggregater)

• Subscribers can have 65536 links (subnets)
– SLA (Subscriber Level Aggregater)

• 64 bit Interface ID within each link



| 3|  13 | 8 |   24   |   16   |          64 bits               |
+--+-----+---+--------+--------+--------------------------------+
|FP| TLA |RES|  NLA   |  SLA   |         Interface ID           |
|  | ID  |   |  ID    |  ID    |                                |
+--+-----+---+--------+--------+--------------------------------+

<--Public Topology--->   Site
<-------->
Topology

<------Interface Identifier----->

Structure of IPv6 address



TL ISP
(have TLA)

NL ISP
(TLA of TL ISP is used,
set of NLAs assigned
by TL ISP) 

Subscribers

Typical Scenario of IPv6 ISPs with Multihoming



Why IPv6 is (not) better than 
IPv4?

• no fragmentation

• PMTUD

• ND (Neighbor Discoery)
– configurationless

– automatic renumbering

• QoS guarantee

• better security

• better mobility



Fragmentation of IPv6

• fragmentations by intermediate routers are 
prohibited
– always results in ICMP error

– source hosts may fragment with 32bit ID

– reduce router load?

• to reduce needs for fragmentations
– minimum MTU of links is 1280B

• IP over IPsec over IPsec over Ethernet (1500B)

• Discover minimum MTU of a path by PMTUD



Path MTU Discovery

• for each transport (not IP layer) connection
– try to send a packet of certain length

• if no error is detected (how?), PMTU is not less than 
the length

– try to send a little longer packet, next time

• if error is detected, PMTU is less than the length
– reduce packet size, appropriately (how much?)

– try periodically, as path dynamically changes
• periodic burden on routers

– without connection, not usable
• not applicable for DNS, multicast, etc.
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ARP (Address Resolution 
Protocl, rfc826)

• know MAC address of host with known IP 
address used in a datalink
– ARP Query including target IP address (and 

sender MAC and IP address) broadcast over the 
datalink broadcast

• ARP Reply by a host with the target IP address

• duplicate IP and MAC address may be 
detected
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datalink

Ｒ : Router Ｈ : Host

Ｒ

Ｒ

Ｈ

Ｈ

IP:131.112.32.191
MAC:0:d0:ba:e2:4:6

IP:131.112.32.129
MAC:0:d0:ba:e2:4:3

IP:131.112.32.134
MAC:0:d0:ba:e2:4:5

IP:131.112.32.132
MAC:0:d0:ba:e2:4:8

sender IP:131.112.32.129
sender MAC:0:d0:ba:e2:4:3
target IP:131.112.32.134
target MAC：?

ARP Query
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datalink

Ｒ : Router Ｈ : Host

Ｒ

Ｒ

Ｈ

Ｈ

IP:131.112.32.191
MAC:0:d0:ba:e2:4:6

IP:131.112.32.129
MAC:0:d0:ba:e2:4:3

IP:131.112.32.134
MAC:0:d0:ba:e2:4:5

IP:131.112.32.132
MAC:0:d0:ba:e2:4:8

sender IP:131.112.32.134
sender MAC:0:d0:ba:e2:4:5
target IP:131.112.32.129
target ＭＡＣ：:0:d0:ba:e2:4:3

ARP Reply



Problems (?) of ARP

• if ARP is used, original IP packet causing 
ARP will be discarded (rfc826)?
– may be retained

• depends on broadcast
– cannot be used over large datalink

• large datalink!?
– violation of CATENET model was considered necessary 

for efficient IP over ATM (IP over large cloud)



Neighbor Discovery (rfc2461)

• use lots of link multicast
– initial proposal send IP packets with unresolved 

MAC to pseudo random multicast MAC

• routers are intelligent, hosts are not
– hosts are automatically configured

– renumbering of hosts easy?

– intelligent intermediate entities (routers) is 
against the e2e principle

• hosts must be intelligent



datalink layer

Ｒ : router Ｈ : host

Ｒ

Ｒ

Ｈ

Ｈ

IP:131.112.32.191
MAC:0:d0:ba:e2:4:6

IP:131.112.32.129
MAC:0:d0:ba:e2:4:3

IP:131.112.32.134
MAC:0:d0:ba:e2:4:5

IP:131.112.32.132
MAC:0:d0:ba:e2:4:8

sender IP:131.112.32.129
target IP:131.112.32.134
target MAC: multicast MAC as hash of target IP 

packet sent to pseudo random MAC (initial proposal  of ND)



Features Expected for Neighbor 
Discovery

• general purpose adaptation layer between IP 
and any datalink layer
– IP is general purpose, adaptation should 

depends on datalink layer

• SLAAC (stateless address auto 
configuration)

• automatic renumbering
– necessary to change ISP easily even with CIDR



SLAAC (Stateless Address Auto 
Configuration)?

• imitate that of Macintosh (apple)
– suitable for closed LAN at Mac era

– reason of lengthy (16B) address?

• not practical
– no security (security needs configuration)

• not a problem for home LAN, but

– no registration to DNS
• not usable as servers



SLAAC is Full of State with 
Worst Possible Manner

• stateless means no stateful central server
– still, address configuration state is state

• RA (router advertisement) contain (64bit) prefix
– hosts generate lower (64 (was 48)) bits from MAC address 

or randomly

– must use DAD (duplicated address detection)

• state should be centrally managed
– should discard ND replaced by DHCP(v6)

– DHCP server can take care of DNS registration



Automatic Renumbering

• CIDR is assumed by IPv6
– ISP change means address change (renumbering)

• unless one have unaggregated address

• upon renumbering, content of DNS should 
be automatically updated
– almost impossible as DNS need DNS server 

addresses as raw addresses

• abandoned



QoS Guarantee

• QoS guarantee by flow labels

• is signaling protocol (RSVP) available?

• how flow labels should be used?

• isn’t IPv4 better for QoS guarantee?



Better Security

• IPv6 mandates IPsec
– should be able to disable DoS with IPsec 

authentication

• IPsec needs cryptographic keys configured
– not useful for packets from unknown origins



Better Mobility

• IPv6 is designed with mobility in mind
– all the hosts should be mobility aware

• with IPv4, some hosts are mobility unaware

– if CH (corresponding host) is mobility aware
• triangle elimination may be possible



Ｈｏｍｅ Ｎｅｔｗｏｒｋ

ＣＨ

ＨＡ

Ｆｏｒｅｉｇｎ Ｎｅｔｗｏｒｋ

ＭＨ ＦＡ

tunnel of
IP over IP

triangle exchanges of packets between CH(corresponding host),
HA (home agent), FA (foreign agent) and MH (mobile host)

send packets to
home address

receive packets from
home address

may assume
MIPv6 aware



True Purpose of IPv6

• larger address space?

• smaller routing table size
– if multihoming is properly treated
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IPv4 Routing Table Size
http://bgp.potaroo.net/

IPv6 published Dec. 1998
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Cases When Route Aggregation 
Impossible

• aggregation possible, if route is shared by 
addresses sharing a pattern

• route not by destination address only
– QoS routing depends on required QoS

• destination address not designate location
– multicast address designate set of locations

• random IP addresses within a region
– initial allocations for IPv4

– multihoming by routing



Multihoming

• have multiple upstream ISPs
– safe even if some ISPs fail

• necessary for reliable service (incl. ISP)
– IPv6 NLISP want to have multiple TLISPs

• multihoming by routing assumes single 
address with single TLA regardless of 
TLISP changes



Multihomed
Site

Ｈ

ＩＳＰ Ａ ＩＳＰ Ｂ

to rest of the Internet

Singlehomed
Site



TLI

NLI

Subscribers 3 8 2 4

3 3 2 2

1 1 1 1

5

2

1

Number of Prefixes with E2E Multihoming
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End to End Multihoming

• a host has multiple IP addresses

• peer of a host try to use multiple addresses 
of the host
– rough unreachability by global routing table

– if some address works, communication starts

– if timeout occurs, other addresses are tried

• multihoming by routing is not necessary
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ID/Locator Separation

• separate (IPv6) address (16B) into ID (8B) 
and locator (8B)
– ID globally identifies a host

• something like fixed length domain name

– locator is used for routing
• with hierarchy of TL, NL, etc.

• not deployed with IPv6
– 8B address was enough for IPv6



Why ID/Locato Separation 
Useful?

• about half amount of data for multiple 
(many) addresses
– may be useful for e2e multihoming

• locators may be rewritten en route
– source locator, rewritten by ISPs, could be 

reliable

– rewriting destination locator makes tunneling 
unnecessary (e.g. for mobile IP)



Wrap-up

• IPv6 was necessary
– especially for better multihoming, but...

• IPv6 is not usable
– broken in several ways

• some features needs serious redesigning

– simplifications necessary

• ND should be deprecated



Inapplicability of
Neighbor Discovery
over Wireless LAN
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Wireless LAN of IEEE 802.11

• Relies on  CSMA/CA
– because of undetectable collisions

• ACKs are the MUST for reliable communication
– or packets are lost upon collisions

• Unicast packets are ACKed and delivered reliably



CSMA/CA and ACK
Suppression by Carrier Sense

S R

: Sender

: Receiver

S

R

DATA

S

Suppress Transmission by Carrier Sense

Radio Wave Reach



CSMA/CA and ACK
Suppression by Carrier Sense

S R

: Sender

: Receiver

S

R

ACK

S

Suppress Transmission by Carrier Sense

Radio Wave Reach



CSMA/CA and ACK
Collision by Hidden Terminal

S R

: Sender

: Receiver

S

R

DATA SR

No Suppression



CSMA/CA and ACK
Collision by Hidden Terminal

S R

: Sender

: Receiver

S

R

DATA SR DATA

No Suppression

Collision
(detectable by the Receiver
but not by the Senders)



CSMA/CA and ACK
Collision by Hidden Terminal

S R

: Sender

: Receiver

S

R

NO ACK SR ACK



CSMA/CA and ACK
Collision by Hidden Terminal

S R

: Sender

: Receiver

S

R

NO ACK SR

Resend
DATA



Wireless LAN of IEEE 802.11

• Relies on  CSMA/CA
– because of undetectable collisions

• ACKs are the MUST for reliable communication
– or packets are lost upon collisions

• Unicast packets are ACKed and delivered reliably

– Broadcast/multicast packets can not be ACKed
• Broadcast/multicast packets are delivered unreliably

– The major difference to Ethernet



CSMA/CA and ACK
Multicast and Lack of ACK
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CSMA/CA and ACK
Multicast and Lack of ACK
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CSMA/CA and ACK
Multicast and Lack of ACK

S R

: Sender

: Receiver

S

R

R

R

R

R

Collision
ACK



CSMA/CA and ACK
Multicast and Unreliability

S R

: Sender

: Receiver

S

R

R

R

R

R

DATA

SR
Collision
(detectable by the Receiver
but not by the Senders)

DATA



Wireless LAN of IEEE 802.11

• Relies on  CSMA/CA
– because of undetectable collisions

• ACKs are the MUST for reliable communication
– or packets are lost upon collisions

• Unicast packets are ACKed and delivered reliably

– Broadcast/multicast packets can not be ACKed
• Broadcast/multicast packets are delivered unreliably

– The major difference to Ethernet

– Reliable broadcast is by frequent beacons



Reliability by Frequent Beacons

• If broadcast is received 20% of the time
– repeated beacons will finally be received

• with 10 repetitions, 90% of the time

• with 20 repetitions, 99% of the time 

• If broadcast is received 10% of the time
– repeated beacons will finally be received

• with 10 repetitions, 65% of the time

• with 20 repetitions, 88% of the time

• with 40 repetitions, 99.5% of the time 



Broadcast over Wireless LAN
of Infrastructure IEEE 802.11

• Stations (STAs) send broadcast packets to 
the base station (BS) through link unicast
– delivery is ACKed and reliable

• Broadcast from STAs is received by BS reliably

– BS, then, broadcast the packet to all the STAs
• Broadcast from the STAs to non-BS STAs are 

unreliable



Broadcast/Multicast over 
Infrastructure WLAN

BS R

: Sender

: Receiver

S

R

R

R

R

R

DATA

: Base StationBS

S



Broadcast/Multicast over 
Infrastructure WLAN
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Broadcast/Multicast over 
Infrastructure WLAN

BS R

: Sender

: Receiver

S

R

R

R

R

R

DATA
: Base StationBS

S



ARP
The Way for IP over Ethernet

• IP uber alles! (IP over everything!)
– IP MUST work over any link layers

• Various adaptation mechanisms take care of 
matching between L3 and L2s

– The adaptation mechanisms take care of differences 
between various L2s

• ARP (of IPv4) is the adaptation mechanisms 
between IP and Ethernet



Neighbor Discovery (ND)
The Major Design Flaw of Ipv6

• IP uber alles! (IP over everything!)

• ND uber alles!? (ND over everything)
– ND MUST work over any link layers!?

• A single adaptation mechanism CAN NOT take care 
of matching between L3 and various L2s

– The single adaptation mechanism CAN NOT take care of 
differences between various L2s

– ND was designed for Ethernet, PPP and ATM
• but not for Wireless LAN nor other L2s

– ND MAY NOT be able to take care of Wireless LAN



Wrong Assumptions of ND
on L2

• The world will be ATM centric
– IP over a large L2 cloud of worldwide ATM

• L1/L2 broadcast is inhibited
– timeout period of L2 multicast (P2MP) is long

• Terminals are mostly immobile
– “Routers generate Router Advertisements 

frequently enough that hosts will learn of their 
presence within a few minutes” (RFC2461)

• L2 broadcast/multicast is reliable



The Reality of L2s under IP

• The world is IP centric
– ATM has gone

• L2 is small
– The CATENET model, of course

• Terminals are highly mobile
– can’t wait a few minutes for network reconf

• L2 broadcast/multicast is UNRELIABLE
over (congested) WLAN



How ND was expected to Work
over WLAN

• NS (Node Solicitation) is multicast

• RS (Router Solicitation) is multicast
– received unreliably (except by BS)

– Then, RA (Router Advertisement) is 
unicast/multicast

• Unsolicited RA is multicast



Other Protocols Affected

• Protocols using broadcast/multicast suffer
– DHCP, ARP, Routing Protocols, ...,

• However, if BS is the only router
– DCHP discover to BS is reliable

– ARP to BS is reliable

– ARP from BS is unreliable
• not common in ad hoc environment

– Routing protocols are not necessary



Reaction from IETF

• The problem is recognized

• Treat WLAN as NBMA?
– However, RFC2461 says “The details of how 

one uses ND on NBMA links is an area for 
further study.”



Conclusions

• Wireless LAN and Ethernet are different

• “ND over everything” is a bad idea
– proven by the most popular (next to Ethernet) 

L2 technology of wireless LAN

• Further study is necessary
– to make IPv6 deployable

• IP uber alles!
– not necessarily IPv6
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Abstract

• Multicast path MTU discovery (PMTUD) is a new 
feature of IPv6. However, ICMP implosion with 
multicast PMTUD can be serious when most 
MTU bottlenecks are located near individual 
receivers. ICMP Packet Too Big, at least those 
generated against multicast packets, will be 
filtered, which is a standard violation, which 
means there is no reason not to filter unicast ones. 
Thus, unicast PMTUD is not expected to work. 
We should not send packet >1280B, except for IP 
over IP tunnels.



PATH MTU Discovery

• Measure Path MTU by ICMP Packet Too Big

– Path MTU is set to the value contained in the 
ICMP packet

– does not work if ICMP Packet Too Big is 
filtered or not generated

• Periodically send larger packet  to detect 
MTU increase by path change

• “SHOULD be supported” (node requirement)
– ISPs SHOULD NOT filter ICMP Packet Too Big?



RFC1981 (Path MTU Discovery 
for IP version 6)

• The Draft Standard Specifies:
– Path MTU Discovery supports multicast as well as unicast 

destinations.  In the case of a multicast destination, copies of a 
packet may traverse many different paths to many different nodes. 
Each path may have a different PMTU, and a single multicast 
packet may result in multiple Packet Too Big messages, each 
reporting a different next-hop MTU.  The minimum PMTU value 
across the set of paths in use determines the size of subsequent 
packets sent to the multicast destination.

– In the case of a multicast destination address, copies of a packet 
may traverse many different paths to reach many different nodes.  
The local representation of the "path" to a multicast destination 
must in fact represent a potentially large set of paths.

• How large is “a potentially large set of paths”?
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Multicast Path MTU Discovery
and ICMP Implosion
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Sender Periodically Send Packets
with MTU 1500
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ICMP Packet Too Big Messages
are Generated Near Each Receiver
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DOS

• Some multicast routing protocol allows for 
source address spoofing
– ICMP may be  used for DOS amplifier

– even if non-link-local multicast is not enabled 
around a victim



Not a Problem?

• Because almost all ISPs do not enable 
multicast routing protocol

• ISPs do not allow ordinary users send 
multicast packets
– still a problem, because rational ISPs want to avoid to 

rely on rational operations of other ISPs

– instead, the multicast PMTUD problem is yet 
another reason for ISPs to disable multicast

• multicast PMTUD, to promote multicast and MTUD, ironically 
killed multicast and MTUD thoroughly



RFC2463 (ICMPv6) Requires

• A Packet Too Big MUST be sent by a router in response to 
a packet that it cannot forward because the packet is larger 
than the MTU of the outgoing link.  The information in 
this message is used as part of the Path MTU Discovery 
process [PMTU].

• Sending a Packet Too Big Message makes an exception to 
one of the rules of when to send an ICMPv6 error message, 
in that unlike other messages, it is sent in response to a 
packet received with an IPv6 multicast destination address, 
or a link-layer multicast or link-layer broadcast address.
– Parameter Problem Messages also make an exception



To Prevent ICMP Implosions

• Violate RFC2463 to
– stop generating ICMP packet too big and 

parameter problem for multicast packet

– filter ICMP packet too big and parameter 
problem for multicast packet

• Or, as it is already a violation, simply
– stop generating any ICMP

– filter all the ICMP

– “it’s against an RFC” is not a valid criticism



Fundamental Solution

• Update RFC2463 to prohibit generation of 
ICMP against multicast packets

• Write an BCP to Force ISPs not Filter ICMP

• Should take another decade or two
– unrealistic



Without PMTUD...

• According to RFC2460:
– It is strongly recommended that IPv6 nodes implement Path MTU 

Discovery [RFC-1981], in order to discover and take advantage of 
path MTUs greater than 1280 octets.  However, a minimal IPv6 
implementation (e.g., in a boot ROM) may simply restrict itself to 
sending packets no larger than 1280 octets, and omit 
implementation of Path MTU Discovery.

• Packet larger than 1280B can not be sent

• IP over IP tunnels (e.g. RFC2473 for MIPv6) 
needs tunnel MTU 1280B, violating RFC2460
– or, all the 1280B packets are fragmented, because  

MTU of 1280B tunnel is smaller than 1280B



Conclusion

• Multicast PMTUD is broken
– to cause ICMP implosion

• ISPs should filter ICMP Packet Too Big
– at least against multicast packets but maybe all

• We can’t expect unicast PMTUD work

• We shouldn’t send packets > 1280B
– except for tunnels











Masataka Ohta (packet exchange)





What is “packet exchange”?

• PDMA (as explained in 2)

• optical packet (will be explained in 12.)

• IP-- (explanations follow)



IP--

• originally intended IPv6 (originally named 
SIP (Simple Internet Protocol)
– extend address space

– aggressive address hierarchy

– simplification



Properties of IP--

• no IP options
– header may included source locators (up to 15)

• minimum MTU 9kB, no PMTUD

• support broadcast

• multicast and IPsec not included

• ID locator separation
– locators has 5 layers of hierarchy (12 bits each)

• all hosts should have full (4k entries only ) routing 
table for 5 layers, no default route or router



Packet Format of IP--

Payload Length Protocol HTL

Source Locator List Length (reserved)

Source Locator

Source ID

Destinatino Locator

Destination ID

Source Locator List

Payload


