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Data Warehousing

* A Typical Large-Scale Application of Data
Engineering
— Architecture for Decision Support Systems
* cf. On Line Transaction Processing for operational
databases
— Stock up data of operational transaction
processing

* And use the data for determining strategies of
enterprise

Examples of Data Warehouse

POS (Point Of Sales) data of
supermarkets/convenience stores

— Stock management, Displays of goods, Bargain strategies
— Combination analysis of purchase (Basket analysis)
Credit card transaction

— Dispatching direct mail, analysis of customer reliance
Cable TV pay-per-view transaction

— The most popular cable programs for some customer
groups

Telephone call transaction
— Time and duration analysis for customer packages
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Operational DB vs. DWH

* Current State vs. Transaction History
— Both size increase, but DHW is faster

* Many transactions including update vs. few,
mostly retrieval transactions.
— Operational DB:

* Concurrent accesses for small amount of data items
* Response time intensive

— DWH:
* Batch access for a large amount of data set
* Throughput intensive

Data Warehouse Size

* Huge amount of data should be stored into
data warehouse

* Estimation:
— 1 KB/transaction, 100 transaction/sec (TPS)
— 100 KB/sec = 360 MB/hour ~ 10 GB/day
~ 3 TB/year
* Walmart (A famous supermarket in U.S.A) has
24 TB of DWH (1997)
—1999:101TB, 2004:570TB, 2008:2.5PB, 2014:30PB
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An Architecture for DWH
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Data Loading (1)

* Extract

— Extract Data from Multiple Foreign Sources

* Operational Databases
— RDB, ODB, ORDB, etc.
— Different vender

* External Data
— CSV Files (Excel), etc.

— Data Cleaning (Cleansing)
* To guarantee consistency of data
* e.g., by keeping integrity constraint
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Data Loading (2)

* Integration

— Transform data format of extracting data and merge
them

— Unify synonym and format
* Personal Computer and PC
* 24/6/2019 and Jun. 24, 2019
* ASCII code, JIS code
* Big/small-endian

* ETL (Extract Transform Load) Tool

2020/7/2 Advance Data Engineering (©H.Yokota) 61

Data Loading (3)

* Refresh
— Recomputation

— Incremental Loading
* e.g., Redbrick Table Management Utility

— Timing for refresh
— Synchronization among sources
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Internal Structure of DWH (1)

Detailed Information
— Unified data from each source
— Some parts of detailed information is stored into archive

media
* Near Line Storage

Summary Information

— Summarized by aggregate functions
* Group-by, SUM, AVG, MAX, MIN, Count
* Store the results into data warehouse
— to speed up the performance of common queries
* Have to maintain the state up-to-date
— update every time new data is loaded

* Not have to be backed up

Internal Structure of DWH (2)

* Data Marts
— Use Decision Support in each section
* to speed up by reducing amount of data
— Geographical distribution (e.g., placed in
branches)

* Meta Data

— Data for data location/state
* Which part is placed in a Data Mart
* Which part is summarized in Summary Information
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Data Structure for DWH (1)

* Storing Detailed Information
— Mainly in Relational Database Model

— Star Schema

* A Fact Table and Dimension Tables
— Fact Table: History of transaction
— Dimension Table: Master data

* Each entry in a Fact Table is a primary key of some
Dimension Table

* A Fact Table has a great number of tuples
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An Example of Star Schema

Shop Table 200tuples
Shop_ID

Product Table  300tuples
Product_ID

Fact Table 3G tuples

Time Table 1000tuples
Time_ID

Promotion Table  50tuples
Promotion_ID

D Indicates a primary key
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Question (3-1)

* To have image on the effect of star scheme, calculate the
total size of Detailed Information assuming the following
tuple lengths:

— Product Table: 100 Byte (300 tuples)

— Shop Table: 500 Byte (200 tuples)

— Time Table: 100 Byte (1000 tuples)

— Promotion Table: 200 Byte (50 tuples)

— Fact Table: 30 Byte (3 x 10° tuples — a year)

* Compare the total size of Detailed Information assuming
the following flat table (How much larger than the star
scheme)

— Atuple has : History ID, Product Name, Product Category, Price,
Shop Name, City, State, Country, Phone#, Fax#, Promotion
Category, Start Date, End Date, Date, Day, Month, Year.

— Length of the tuple is 920 Byte (3 x 10° tuples — a year)
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Data Structure for DWH (1)

* Storing Detailed Information
— Mainly in Relational Database Model
— Star Schema

* A Fact Table and Dimension Tables
— Fact Table: History of transaction
— Dimension Table: Master data

* Each entry in a Fact Table is a primary key of some

Dimension Table
e,
%&g‘r %y
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* A Fact Table has a great number of tuples

— Snowflake Schema

* Hierarchical structure of a Dimension Table
— Capable of reducing redundant entries
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Data Structure for DWH (2)

* Storing Summary Information

— Multidimensional Data
* also called as a Data Cube
— Applying Group-By and other aggregate
functions for the Fact Table by some attributes
of Dimension tables, beforehand.
* to speed up the performance of common queries
* some operations are available for Data Cubes

Operations on a Data Cube

* Dice:
— Changing the view

Slice:
— Focusing on some dimensions.

Drill-Down:
— See more detailed veiws

Drill-up (Rollup)
— See more global view
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An Example of a Data Cube
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Focus on a Location
Dice:
Changing View
v
Eyrage
orkﬁr}\Amerlca
[¢] merica Drill-Down
Laptop y
\ .
Drill-Up
Desktop or Rollup
Display Canada <« 7= = 7
. USA
Printer A4 Laptop
Hard Disk Drive BS Laptop
‘18 ‘18 18 “19 “19 19 19 19
2Q 3Q 4Q 1Q 2Q Apr. May Jun.
2020/7/2 Advance Data Engineering (©H.Yokota) 71

OLAP Architecture

On Line Analytical Processing

ROLAP

— Relational OLAP

— Based on Relational Operations
MOLAP

— Multi-dimensional OLAP

— Based on Multi-dimensional Data

Hybrid OLAP
— Combine ROLAP + MOLAP
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An Example of ROLAP Queries

Query:
'Derive the total sales of ~ SELECT SUM(Sales)
A4-type laptop personal FROM Fact_Table

computers that were WHERE Product_ID IN

sold in the U.S.A. as the (SELECT Product_ID

Summer Campaigh FROM Product_Table

during August, 2019. WHERE Product_Category = 'A4 Laptop')

AND Shop_ID IN

(SELECT Shop_ID

FROM Shop_Table

WHERE Country = 'U.S.A.")
AND  Promotion_ID IN

(SELECT Promotion_ID

FROM Promotion_Table

WHERE Promotion_Category = 'Summer Campaign')
AND Time_ID IN

(SELECT Time_ID

FROM Time_Table

WHERE The_Year = 2019 AND The_Month = 'Aug.")

Many Join operations
between the Fact Table
and the Dimension
Tables are required.

View Materialization

* Keeping the intermediate state of query
results as a relation (Materialized View).

— It reduces time for retrieval

* A Problem

— When the contents of original database are
update, the change has also to be applied to the
view.

* It takes costs (especially for aggregate results)

* Trade-off between retrieval speed and
update cost

— In the case of sales history, update of old sales is
infrequent
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Question (3-2)

* For a 3D cube having 100 x 100 x 100 cells,
estimate the execution time of a “Dice”
operation, assuming that the execution of
deriving the result of a cell is 100ms.

* Explain the effect of view materialization for
the case of “Dice” operations from the view
point of the frequency of the operations.

Multiple Aggregation

* |tis usual to derive multiple aggregation in
Data Warehouse (for a Data Cube)

* A method of applying multiple aggregate
functions to a tuple that is read from the local
disk in parallel is also proposed.

- N

* Multidimensional Aggregate Function
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Partial Order Relation for Multidimensional
Aggregate Function

* Query Example 1
SELECT Product_ID, Shop_ID, SUM(Sales)
FROM Fact_Table
GROUP BY Product_ID, Shop_ID
* Query Example 2
SELECT Product_ID, SUM(Sales)
FROM Fact_Table
GROUP BY Product_ID
* The result of Query Example 1 can be used for
calculating Query Example 2.
(Product_ID, Shop_ID) > Product_ID
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Result Examples

le

0Q2
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A Lattice of Multidimensional Aggregation

ABCD

.//\\. * Form a Lattice by the

ABC ABD ACD BCD Partial Order of
/ \ Aggregate Function

— A, B, C,and D are the
AB AC BC AD CD BD objective attributes of

the aggregation
— all: aggregate function of

A\B\ /)C/D entire data cube

all

Optimization of
Calculating A Data Cube

* In the Lattice of Multidimensional Aggregate
Functions
* Smallest Parent

— It is better to calculate A from AB or AC than to derive from
ABC

— Select smaller one between AB and AC
* Cache Effect

— Use a result of the previous aggregate function as much as
possible

* Optimization of Disk Scan

— Consider the location of disk head, for example ABC, ACD,
ABD, BCD for the attribute of ABCD
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Smallest Parent Example

2-e DatalEngineenng(QHEYOKota) : £l

Cache Effect Example

NG

1. {Product ID, Shop ID, Time ID} = {Product ID, Shop ID}
2. {Product ID, Time ID, Promotion ID}->{Time ID, Promotion ID}
3. {Product ID, Shop ID}-> {Product ID}

OK
1. {Product ID, Time ID, Promotion ID}->{Time ID, Promotion ID}
2. {Product ID, Shop ID, Time ID} = {Product ID, Shop ID}
3. {Product ID, Shop ID}-> {Product ID}
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Data Mining

* Knowledge Discovery in Databases (KDD)
— Predict or discover rules

* By analyzing data or detecting patterns
— Applications

* Strategy for displaying items in shops

* Planning for bargain sales

* Shipping direct mails

* Classifying desirable or bad customers

* and soon

Methods for Data Mining

* Discovering Patterns

— Association Rules (Rakesh Agrawal’s group in IBM)
* Apriori Algorithm (1993)
* Example: Basket Analysis (Receipt Analysis), Research Mining, Web
Log Mining, ...

— Discovering Sequential Patterns
Similar Time Sequence
Clustering

— Using Decision Trees

— Using Neural Networks

— Using Genetic Algorithm
Statistical Analysis
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What is Association Rules?

Let/={i, i, ..., i,,} be a set of items

Let D={t, t, ..., t,} be a set of transactions

— Each transaction t; is a set of items such that t,c /

* An association rule X =Y where X,Y e |, Xn\Y=¢
— having two measures of values, support and confidence
An itemset X has support s in the transaction set D
— s% transactions in D contains X

* s= sup(X)
A confidence c of X = Yin D means

— ¢% of transactions in D that contain X also contain Y
* c=sup(X, Y)/sup(X) [Conditional Probability of Y, given X]

Mining Association Rules

* AGoal
— Find all association rules satisfying user specified
minimum support and minimum confidence.
* Procedure: Apriori algorithm

1. Derive all large itemsets in which the item satisfy
the minimum support.

2. Using the large itemsets, generate association
rules satisfying minimum confidence.
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Apriori Algorithm (1)

|. Generate a large 1-itemset:
1. Scan the fact database D
2. Count occurrence of each item
3. Calculate support for each item
4. Derive a set of items satisfying the minimum support
* The derived itemset is called a large 1-itemset
— the 1l-itemset contains 1 length items
Il. Generate a candidate 2-itemset:
1. Select two items from the large 1-itemset

2. Generate all combinations of items in the large 1-itemset.
* The combination is called a candidate 2-itemset
— the candidate 2-itemset contains 2 length items

Apriori Algorithm (2)

lll. Generate a large 2-itemset:
1. Scan the fact database again
2. Calculate support for each item in the candidate 2-itemset

3. Generate a large 2-itemset satisfying the min support
* the large 2-itemset contains 2 length items

IV. Continue
1. Generate a candidate k-itemset from the large (k-1)-
itemset

* the candidate k-itemset contains k length items
2. Choose the large k-itemset
3. Until the large k-itemset becomes empty

Advanced Data Engineering (©OH. Yokota) 17
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An Example of Basket Analysis

* Consider the following five baskets (carts)

A B A B C/ \A BC B
D DE D D E

» Assumptions:
— minimum support = 0.5
— minimum confidence = 0.8
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Apply the Apriori Algorithm

1. Derive support for each item
— A:3/5=0.6,B:0.8, C:0.4,D:0.8,E:0.4
2. Generate the Large 1-itemset: {A, B, D}
3. Generate the candidate 2-itemset: {AB, AD, BD}
4. Derive support for the candidate 2-itemset
— AB:2/5=0.4, AD: 0.6, BD: 0.6
5. Generate the large 2-itemset: {AD, BD}
6. Derive confidence
— AD/A:3/3 =1, AD/D: 3/4=0.75, BD/B: 3/4=0.75, BD/D: 3/4=0.75
7. Association rule: A= D,
Generate the candidate 3-itemset: {ABD}

9. Derive support for the candidate 3-itemset
— ABD: 2/5=0.4

oo
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Explain the Algorithm in SQL (1)

* Generate a large 1-itemset

INSERT INTO Largeltemsetl

SELECT Product_ID

FROM Fact_Table

GROUP BY Product_ID

HAVING COUNT(Transaction_ID) > MSC

* Here, MSC = COUNT(DISTINCT TID) X minimum_support

* Generate a candidate 2-itemset

INSERT INTO Candidateltemset2

SELECT P.Product_ID AS PP, Q.Product_ID AS QP

FROM Largeltemsetl AS P, Largeltemsetl1 ASQ PP

WHERE PP< QP
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QP

Explain the Algorithm in SQL (2)

Cand. , QP
* Generate a large 2-itemset
INSERT INTO Largeltemset?2 PP ;
SELECT X.Product_ID AS XP, Y.Product_ID AS YP
FROM Fact_Table AS X, Fact_Table AS Y o T *PID
Candidateltemset2 AS C -

WHERE X.Transaction_ID = Y.Transaction_ID

AND XP=C.PP

AND YP=C.QP ETY

TID PID
GROUP BY XP, YP

HAVING COUNT(X.Transaction_ID) > MSC
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Question (3-3)

Trace the results of using the Apriori algorithm on the store
example with the following conditions respectively.

1. minimum support 40% and confidence 70%.
2. minimum support 30% and confidence 60%

Show the candidate and large itemsets for each database
scan, and indicate the derived association rules.

C1 Apple, Donut, Eggs
Cc2 Apple, Donut,
Cc3 Apple, Beer, Chips
c4 Beer, Chips
C5 Chips, Eggs
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Sequential Pattern Mining

* Handle not just combinations but sequences

> SREUENEE 2EiE 0sE SID_|sequence |

— Each sequence has SID 10  <(bc)cd(ab)>
— (ce) indicate cand e 20 <(bf)(ce)b(fg)>
occur at the same time 30  <(ah)(bf)abf>

—<b(ce)> is a subsequence 40  <(be)(ce)d>
of <(bf)(ce)b(fg)> 50 <a(bd)bcd(ade)>

* Sequential Pattern Mining:

— Given min_sup = 2, <b(ce)> is a sequential pattern
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Apriori Property Based Approach

* Apriori property for sequential patterns
— For a subsequence Sy of a sequence Sx
— If Sy is not frequent, then Sx is not frequent either
— For instance

+ <hb> i infrequent, SID_|sequence |

so do <hab> and <(ah)b> 10 <(bc)cd(ab)>
* Generate subsequence 20 <(bf)(ce)blfg)>
DB satisfy min_sup
— Finding length-1 pattern 30| <lel e
— Generate candidate pattern 40 <(be)(ce)d>
- 50 <a(bd)bcd(ade)>
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PrefixSpan

* <ab> is prefix of sequence <(ah)(bf)abf>and
<a(bd)bcb(ade)>, but not others
* For the prefix <ab>, <(_h)(_f)abf> and
<_(_d)bcd(ade)> are prefix-based projection
* Find length-1 sequence patterns at first:
<a>, <b>, <c>, <d>, <e>, <f>, <g>
to generate their projection databases
* Then all length-2 sequence patterns
<aa>, <ab>, <ac>, <ad>, <ae>, <af>, <ag>
to generate their projection databases
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Efficiency of PrefixSpan

* No candidate sequence needs to be generated
* Projection databases keep shrinking
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Closed Sequential Pattern

> IEEem G SgUEnes SID_|Sequence

— <(bd)cd(2b)> inc <bcda> 10 <(bc)cd(ab)>

— <(bdcd(ab)> inc <bd>
20 <(bf)(ce)b(fg)>

— <bcda> inc <bd>
* Closed Pattern: P 30  <(ah)(bf)abf>
40 <(be)(ce)d>

— There is no pattern P/,

where P’ inc P and 50 <a(bd)bcd(ade)>
sup(P) = sup(P’)

— For example, sup(<ab(cd)>) = 3, sup(<abc>) = 3 and
<ab(cd)> inc <abc>, so <abc> in not closed

* Can reduce redundancy
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Other Pattern Mining Algorithms

* Alarge number of algorithms have been
proposed
— Pattern-growth methods: FreeSpan
— Vertical format based mining: SPADE
— Constraint-based mining: SPIRIT
— Mining closed sequential patterns: CloSpan, BIDE

* This course does not focus on details of them
— Focus on bases of Data Engineering
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