
4 The Curvature Tensor.

Change of Coordinate Systems. Throughout this section,
we let (M, g) be a (pseudo) Riemannian m-manifold and take
a local coordinate system (U ;u1, . . . , um) on a neighborhood of
P ∈ U . Choose another coordinate system (V ;x1, . . . , xm) on a
neighborhood V of P. Then the coordinate change

(4.1) x = (x1, . . . , xm)

7→ u(x) = (u1(x1, . . . , xm), . . . , um(x1, . . . , xm))

is defined as a C∞-map between certain domains in Rm. Since
the transformation (4.1) is a diffeomorphism, the inverse

(4.2) u = (u1, . . . , um)

7→ x(u) = (x1(u1, . . . , um), . . . , xm(u1, . . . , um))

is also C∞. Thus, the Jacobian matrix

J :=




∂u1

∂x1
. . .

∂u1

∂xm

...
. . .

...
∂um

∂x1
. . .

∂um

∂xm




=

(
∂ui

∂xa

)

i,a=1,...,m
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is invertible on each point of the domain of u(x), and the Jaco-
bian matrix of the inverse map x = x(u) is obtained as




∂x1

∂u1
. . .

∂x1

∂um

...
. . .

...
∂xm

∂u1
. . .

∂xm

∂um




=

(
∂xa

∂ui

)

a,i=1,...,m

= J−1,

where the inverse matrix of the right-hand side is evaluated at
u(x), that is,

(4.3)
m∑

i=1

∂xa

∂ui

∂ui

∂xb
= δab , and

m∑

a=1

∂ui

∂xa

∂xa

∂uj
= δij

hold, where δ denotes Kronecker’s delta.

Components of Vector fields and Differential forms. Let
X be a vector field on M . Then it can be expressed on coordi-
nate neighborhoods (U ;u) and (V ;x) as

X =

m∑

i=1

Xi ∂

∂ui
=

m∑

a=1

X̃a ∂

∂xa
.

Since

(4.4)
∂

∂ui
=

m∑

a=1

∂xa

∂ui

∂

∂xa
and

∂

∂xa
=

m∑

i=1

∂ui

∂xa

∂

∂ui
,



39 (20190716) MTH.B406; Sect. 4

we have the following transformation formula for the compo-
nents of X:

(4.5) X̃a =

m∑

i=1

∂xa

∂ui
Xi, Xi =

m∑

a=1

∂ui

∂xa
X̃a.

Thus,

Lemma 4.1. The components (gij) and (g̃ab) of the (pseudo)
Riemannian metric g with respect to the coordinates (u1, . . . , um)
and (x1, . . . , xm), respectively, are related as

(4.6) g̃ab =

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
gij .

Moreover, the inverse matrices (gij) and (g̃ab) of (gij) and (g̃ab),
respectively, satisfy

gij =
m∑

a,b=1

∂ui

∂xa

∂uj

∂xb
g̃ab.

Proof. By (4.4), we have

g̃ab := g

(
∂

∂xa
,

∂

∂xb

)
=

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
g

(
∂

∂ui
,

∂

∂uj

)

=

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
gij

proving the first assertion. The second assertion follows from
(4.3).
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Corollary 4.2. The Christoffel symbols Γ k
ij as in (3.8) with

respect to the coordinate system (u1, . . . , um) and the Christoffel

symbols Γ̃ c
ab with respect to (x1, . . . , xm) are related as

Γ̃ c
ab =

m∑

k=1

∂xc

∂uk


 ∂2uk

∂xa∂xb
+

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
Γ k
ij


 .

Proof. The definition (3.8) and Lemma 4.1 yields the conclusion
through a direct computation.

The following corollary is essentially a rephrasing of Theo-
rem 3.13. Namely the proof of the corollary gives an alternative
proof of Theorem 3.13.

Corollary 4.3. Let (M, g) be an m-dimensional (pseudo) Rie-
mannian manifold. Then, for each P, there exists a coordi-
nate neighborhood (U ;u1, . . . , um) of P such that the compo-
nents (gij) of the metric g satisfy gij = ±δij if and only if the

Christoffel symbols Γ̃ c
ab of any coordinate system (x1, . . . , xm)

satisfy (3.12).

Proof. Let (V ;x1, . . . , xm) be a coordinate system at P, and

denote the Christoffel symbol with respect to (xa) by Γ̃ c
ab. Con-

sider a system of partial differential equations

(4.7)
∂F
∂xa

= FΩa,

where Ωa’s are matrices defined by (3.13) for {Γ̃ c
ab} and F =

(v1, . . . ,vm). Then the integrability condition of (4.7) is equiv-

alent to (3.12) for the Christoffel symbols {Γ̃ c
ab} satisfies (3.12).
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That is, if {Γ̃ c
ab} satisfies (3.12), there exists a solution F (4.7)

with the initial value F(P) = F0. In addition, if F0 is a regular
matrix, F is valued in GL(m,R).

Moreover, noticing Γ̃ c
ab = Γ̃ c

ba, there exists a vector-valued
function u = u(x) such that

du =
m∑

a=1

vadx
a

because the right-hand side is a closed one form. Since F is
the Jacobian matrix of x 7→ u, which is valued in GL(m,R),
u = (u1, . . . , um) is a new coordinate system around P.

By Corollary 4.2, the Christoffel symbols with respect to
(u1, . . . , um) vanishes identically. This means that gij ’s are con-
stants because of (3.11). Since (gij) is a constant matrix, a
linear transformation of the coordinate system yields the con-
clusion.

The Curvature Tensor. Set
(4.8)

Rijkl :=

m∑

q=1

gql

(
∂Γ q

ki

∂uj
−

∂Γ q
kj

∂ui
+

m∑

p=1

(
Γ p
ikΓ

q
pj − Γ p

kjΓ
q
pi

))

for i, j, k, l = 1, . . . ,m, where Γ k
ij ’s are the Christoffel symbols.

Obviously, it holds that

Lemma 4.4. The (pseudo) Riemannian manifold (M, g) is flat
if and only if, for each point P ∈ M , there exists a coordinate

MTH.B406; Sect. 4 (20190716) 42

system (uj) around P such that Rijkl (i, j, k, l = 1, . . . ,m) van-
ish identically.

Here, the condition “there exists a coordinate system” in
Lemma 4.4 can be replaced by “for any coordinate systems”,
because of the following lemma:

Lemma 4.5. Let (x1, . . . , xm) be another coordinate system,

and define R̃abcd by (4.8) replacing Γ with Γ̃ , u with x. Then

(4.9) R̃abcd =
m∑

i,j,k,l=1

∂ui

∂xa

∂uj

∂xb

∂uk

∂xc

∂ul

∂xd
Rijkl

holds for each a, b, c, d = 1, . . . ,m.

Proof. By tedious but simple computation, the conclusion fol-
lows.

The relation (4.9) looks similar to (4.6), where the metric
g is a notion which is independent of choice of coordinates. In
fact, by (4.5) and (4.3), we have

Corollary 4.6. Let x, y, z and w ∈ TPM and write them by

x =

m∑

i=1

xi

(
∂

∂ui

)

P

, y =

m∑

j=1

yj
(

∂

∂uj

)

P

z =
m∑

k=1

zk
(

∂

∂uk

)

P

, w =
m∑

l=1

wl

(
∂

∂ul

)

P

.
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Then

(4.10) R(x,y, z,w) :=
m∑

i,j,k,l=1

xiyjzkwlRijkl

does not depend on choice of coordinates.

Thus, we can define a 4-linear map

R : TPM × TPM × TPM × TPM −→ R,

and

R : X(M)× X(M)× X(M)× X(M) −→ C∞(M),

where C∞(M) is the commutative ring consists of C∞-functions
on M , and X(M) is the C∞(M)-module consists of smooth vec-
tor fields on M . In fact, for X, Y , Z, W , we define

R(X,Y, Z,W ) : M ∋ P 7→ R(XP, YP, ZP,WP) ∈ R.

Then R is C∞(M)-linear in each entry, namely, for X, Y , Z
,W ∈ X(M) and f ∈ C∞(M),

R(fX, Y, Z,W ) = R(X, fY, Z,W ) = R(X,Y, fZ,W )(4.11)

= R(X,Y, Z, fW ) = fR(X,Y, Z,W )

holds. We call this R the curvature tensor of (M, g). Theo-
rem 3.13 can be restated as following “coordinate free” form.

Corollary 4.7. The Riemannian manifold is flat if and only if
its curvature tensor vanishes identically.

MTH.B406; Sect. 4 (20190716) 44

Covariant Derivatives. To define the curvature tensor in
the coordinate-free form, we introduce the notion of covariant
derivatives of vector fields.

For a vector field Y and tangent vector v ∈ TPM , we define

(4.12) ∇vY :=

m∑

j=1

[
m∑

k=1

vk

(
∂Y j

∂uk
+

m∑

l=1

Γ j
lkY

l

)](
∂

∂uj

)

P

,

where Y =
∑m

i=1 Y
i(∂/∂ui) and v =

∑m
i=1 v

i(∂/∂ui)P, and
Γ k
ij ’s are the Christoffel symbols defined in (3.8).

Proposition 4.8. Assume M is a (non-degenerate) subman-
ifold of the (pseudo) Euclidean space Rn+1

s , and take a vector
field X on M defined on a neighborhood of P ∈ M . Then

∇vX = [DvX]
T

holds, where DvX is a directional derivative of Rn+1
s -valued

function with respect to v, and [∗]T denotes the tangential com-
ponent of it, as in (3.1).

Proof. Let f = f(u1, . . . , um) be a parametrization of M with
respect to the local coordinate system (uj) and we let

[
∂2f

∂ui∂uj

]T
=

m∑

k=1

Gk
ij

∂f

∂uk
.

Then by (3.10) and (3.4), we have

m∑

k=1

gklG
k
ij =

m∑

k=1

gklΓ
k
ij .
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Since (gij) is a regular matrix, we have Gk
ij = Γ k

ij . In other
words,

(4.13)

[
∂2f

∂ui∂uj

]T
=

m∑

k=1

Γ k
ij

∂f

∂uk

holds. Thus, identifying ∂/∂uj with ∂f/∂uj , we have

[
D∂/∂ui

∂f

∂uj

]T
=

[
∂2f

∂ui∂uk

]T
=

m∑

k=1

Γ k
ij

∂f

∂uk
= ∇∂/∂ui

∂f

∂uj
.

Applying this, the conclusion follows.

Using covariant derivative, we obtain the bilinear

(4.14) ∇ : X(M)× X(M) ∋ (X,Y ) 7→ ∇XY ∈ X(M),

which is also called the covariant derivative, alternatively, the
Riemannian connection or the Levi-Civita connection.

Proposition 4.9. For each X, Y ∈ X(M) and f ∈ C∞(M),

∇fXY = f∇XY,(4.15)

∇XfY = (Xf)Y + f∇XY,(4.16)

∇XY −∇Y X = [X,Y ],(4.17)

Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ),(4.18)

where [ , ] denotes the Lie-bracket for vector fields.
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Proof. The first two assertions are direct conclusion of the def-
inition of ∇. The third assertion follows because Γ k

ij = Γ k
ji (cf.

(3.9)) The last assertion can be proved by

∂gij
∂ul

=

m∑

k=1

(
gkjΓ

k
il + gikΓ

k
jl

)
,

as seen in (3.11).

Proposition 4.10. For X, Y , Z and W ∈ X(M), it holds that

(4.19) R(X,Y, Z,W ) = g(∇X∇Y Z−∇Y ∇XZ−∇[X,Y ]Z,W ),

where R is the curvature tensor as in (5.7).

Proof. Denote the right-hand side of (4.19) by S(X,Y, Z,W ).
Then by Proposition 4.9, it holds that

(4.19a) S(fX, Y, Z,W ) = S(X, fY, Z,W ) = S(X,Y, fZ,W )

S(X,Y, Z, fW ) = fS(X,Y, Z,W ).

Then by (4.19a) it is sufficient to show the conclusion for

(4.20) X =
∂

∂ui
, Y =

∂

∂uj
, Z =

∂

∂uk
, W =

∂

∂ul
.
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In fact,

∇∂/∂uj

∂

∂ui
=

m∑

l=1

Γ l
ij

∂

∂uk
,

∇∂/∂uk∇∂/∂uj

∂

∂ui
=

m∑

l=1

[
∂Γ l

ij

∂uk

∂

∂ul
+ Γ l

ij∇∂/∂uk

∂

∂ul

]

=

[
∂Γ l

ij

∂uk
+ Γ p

ijΓ
l
pk

]
∂

∂ul
,

and

[
∂

∂ui
,

∂

∂uj

]
= 0

yield the conclusion.
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Exercises

4-1 Prove Corollary 4.2.

4-2 We consider a Riemannian metric g on a domain U ⊂ R2

with
g11 = g22 = e2σ, g12 = g21 = 0,

with respect to the canonical coordinate system (u1, u2),
where σ is a smooth function on U .

(1) Show that (U, g) is flat if and only if σ is a harmonic
function, that is, it satisfies

∂2σ

(∂u1)2
+

∂2σ

(∂u2)2
= 0.

(2) Compute Rijkl for

e2σ =
4

(1 + k(u2 + v2))2
,

where k is a constant and (u, v) = (u1, u2) is the
canonical coordinate system on R2.


