1 A review of the surface theory.

The Euclidean space. We denote by R? the Fuclidean 3-

space with inner product “ - 7, that is,
T Y1
Ty = Ty +raya+rsys = 'xy, T= |22, Y=Y
Z3 Ys

Here, we consider vectors in R?® as column vectors and “¢ ”

denotes the transposition. The FEuclidean distance d of R? is
defined as d(x,y) := |y — x|, where |v| := /v -v. An isometry
of R3, that is, a transformation F: R® — R3 preserving the
Euclidean distance, has the following form:

(1.1) F(x)=Px+b PcO(3), becR>
Here, we denote

0O(3) = the set of 3 x 3 orthogonal matrices,
SO(3) ={P €0(3)| det P =1}.

A basis {by, by, b3} of R? is said to be positive (resp. nega-
tive) if det(by, by, bs) is positive (resp. negative). The triple of
the column vectors of a matrix in O(3) (resp. SO(3)) forms an
orthonormal basis (resp. a positive orthonormal basis).

An isometry as in (1.1) is called an orientation preserving
isometry (resp. an orientation reversing isometry) if A € SO(3)
(resp. A € O(3) \ SO(3)).
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Immersed surfaces. Consider a smooth! 2-manifold ¥ and
a smooth map

(1.2) f: %3P f(P)="(2(P),y(P),2(P)) € R®.

Then each component of f is a smooth function defined on X..
For each point P € X, we define a liner map dfp: TpX — R? as

(1.3)  dfp(X) :="(dap(X),dyp(X),dzp(X)) (X € TpX),

which is called the differential of the map f at P, where dz, dy
and dz are the usual differential of smooth functions.

Definition 1.1. A map f as in (1.2) is immersive at P if the
map dfp: TpX — R3 is injective. Moreover, f is said to be an
immersion if f is immersive at all P € X. In this lecture, an
immersion as (1.2) is called an immersed surface.

Let (U, (u,v)) be a local coordinate chart of ¥ at P. Then f
in (1.2) is considered as an R3-valued function of (u,v), and

A () = fu="@oy ), df (55) = fo

In particular, the image of df ) is spanned by fu,(u,v), f,(u,v).
Thus, we have

Proposition 1.2. The map f: U > (u,v) — f(u,v) € R? is
an tmmersion if and only if fu(u,v) and f,(u,v) are linearly
independent for each (u,v) € U.

1We use the word smooth for “of class C*°”, in this lecture.
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Change of Parameters. Let f: ¥ — R3 be an immersion
of a 2-manifold 3. Take local coordinate charts (U, (u,v)) and
(V,(&,7m)) on a neighborhood of P € ¥. Then the change of
coordinates is a pair of smooth functions

(1'4) U:U(fﬂ?% U:U(£,77>

such that (&,7) in V and (u(¢,1),v(£,n)) € U corresponds to
the same point of 3. We write its Jacobian matrix

(1.5) J = <“f “"),
Ve  Up

such that det J does not vanish everywhere. We can write
(1.6) du = ugd§ + uydn, dv = ved€ + vydn.

The coordinate change (1.4) is said to be orientation pre-
serving (resp. orientation reversing) if det J is positive (resp.
negative). Two coordinate charts (U, (u,v)) and (V,(§,n)) are
compatible if the change of coordinates is orientation preserving.

Definition 1.3. A manifold X is orientable if there exists an
atlas A = {(Uj, (u;,v;))} of ¥ such that each charts in A are
compatible. Such a choice of atlas is called the orientation of X.
The manifold ¥ is called oriented if one orientation is specified.
In this case, a coordinate chart (U, (u, v)) is said to be compatible
to the orientation if it is compatible to one of the chart in the
fixed orientation.

For the sake of simplicity, we consider only oriented mani-
folds in this lecture.
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The unit normal vector.

Definition 1.4. The unit normal vector field v of an immersion
f: ¥ — R3onadomain U C ¥isasmoothmapv: ¥ DU — R3
such that

(1.7) Po(ToS) Lu(P),  |u(P) =1
hold for all P € U.
Remark 1.5. For a local coordinate chart (U, (u,v)) of X,
_ fulu,v) x fo(u,v)
[fulu, v) X fo(u,v)|

is a unit normal vector field on U of f: ¥ — R3, where “x
denotes the vector product or the outer product of R3.

Since (1.8) does not depend on the orientation preserving
change of coordinates, one can find globally defined unit normal
vector field of f if ¥ is oriented.

(1.8) v(u,v) :

The first fundamental form Let f: ¥ — R? be an immer-
sion and (U, (u,v)) a coordinate chart of ¥. The first funda-
mental form (or the induced metric) of f is defined as
(1.9)  ds*:=df -df = (fudu+ f,dv) - (fudu+ f,dv)
= Edu?® + 2F dudv + G dv?,
E=fu fu F=fu fo, G=Ffo-fo

The functions E, F', G in (u,v) are called the entries of the first
fundamental form. Let (V,(&,7n)) be another coordinate chart
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of 3, and consider a change of coordinates as in (1.4). Then we
have, by the chain-rule,

(1.10) (g g>:ﬂ]<§ g) J,
where E:f§~f§, ﬁ:fg~fn, é:fn'fm

where J is the Jacobian matrix (1.5) of the coordinate change.
Moreover, the first fundamental form does not depend of the
choice of coordinate charts by virtue of (1.6):

Edu®+ 2F dudv + G dv?® = E d€? + 2Fd¢, dn + G dn?.
By the Schwartz inequality, we have
Lemma 1.6. EG — F? > 0.

Lemma 1.7. Let f: ¥ — R3 be an immersion and (U, (u,v)) a
local coordinate chart. Then

T ealn)im e
VBT YT e e

form an orthonormal system for each (u,v) € U.

ei(u,v) = (—Ffu + Efv)

The second fundamental form. Let X be an oriented man-
ifold, f: ¥ — R3 an immersion, and v the unit normal vector
field. The second fundamental form is defined as

(1.11) I :=—df -dv=—(fudu+ f, dv) - (vy du + v, dv),

where (U, (u,v)) is any local coordinate chart of X.
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Lemma 1.8. The second fundamental form is written as

IT = Ldu? + 2M dudv + N dv?,

L:_fu'Vu:fuu'Va
where M:_fu'Vv:_fv'Vu:fuv'Va
N:_fv’l/v:fvv'y'

Proof. By definition,
I = —f, - vydu® — (fu Ve + fo-vu)dudv — f, - v, dv?
holds. Here, since f, and f, are perpendicular to v,

_fu'l/v:_(fu'l/)v"'_fuv'y:fuv'l/a
_fv'Vu:_(fv'V)u+fvu'V:—fuy'l/,... O

The functions L, M, N in Lemma 1.8 is called the entries
of the second fundamental form.

Similar to the first fundamental form, the second fundamen-
tal form does not depend of the choice of coordinates:

(1.12) (A% A;g) ="' (J\L4 ]\A{) J,

where L, M, N (resp. f, M, N) are the entries of the second
fundamental form in wv- (resp. £n-) coordinates, and J is the
Jacobian matrix (1.5).
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Curvatures. Let f: ¥ — R? be an immersion of an oriented
2-manifold ¥ and take the unit normal vector field v by Re-
mark 1.5. For a local coordinate chart (U, (u,v)) on X, one can
consider a matrix-valued function by Lemma 1.6:

113) a=(E 5 (5 ).

which is called the Weingarten matriz. Taking another coordi-
nate chart (V,(&,n)), one can obtain the Weingarten matrix A
with respect to the coordinates (£,7). By (1.10) and (1.12)

(1.14) A=J1AJ
holds, where J is the Jacobian matrix as in (1.5). Hence

Lemma 1.9. The eigenvalues, the determinant, and the trace
of the Weingarten matriz (1.13) do not depend on the choice of
coordinates (compatible to the orientation).

Lemma 1.10. The eigenvalues of the Weingarten matriz are
mvariant under orientation preserving isometries.

Lemma 1.11 (Theorem 8.7 in [1-1]). The eigenvalues of the
Weingarten matriz are real valued functions.

Definition 1.12. The eigenvalues A1, A2 of the Weingarten ma-

trix A is called the prinicipal curvatures. We call the functions

1 A1+ A
(1.15) K :=det A = M\, H:=§trA: 1-; 2

the Gaussian curvature and the mean curvature, respectively.
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Ezample 1.13. An immersion (u,v) — (u,v,0) represents the
xy-plane in R3. Since v = 75(O, 0,1) is constant, the Weingarten
matrix vanishes identically, and then the principal curvatures
are zero. In particular, the plane has zero Gaussian curvature.

Ezample 1.14. An map f(u,v) = t(cos U COS v, COS u Sin v, sin )
is immersive on (—73, ) X (=, 7), which represents the sphere
of radius 1, whose Gaussian curvature is identically 1.

References

[1-1] DO0O00O0O0000O00O0O0O00—000000000000O0DOO
00002014.

Exercises
1-1% Consider a smooth map f: R? — R3 as

acosu asinu

Flu,v) = < a(v — tanhv) + bu> ,

coshv’ coshv’
where a > 0 and b > 0 are constants satisfying a®+b? = 1.

(1) Find a domain D C R? satisfying
e The restriction f|p is an immersion.
e (0,1)eD.
e D is maximal among domains satisfying two con-
ditions above.

(2) Compute the Gaussian curvature of f on D.

(3) Draw a picture of the image of f|p for (a,b) = (1,0).
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2 The Gauss and Weingarten formulae

In this section, we consider an immersion f: R?2 D U — R3 of
the domain U in the uv-plane, and let v be the unit normal
vector field as

bk h,
| fux fol

Then, for each P = (u,v) € U,

(2.1) Flu,v) :={fulu,v), fo(u,v),v(u,v)}

forms a positive basis of R3. In this lecture, we call F the Gauss
frame of f. In particular, 2-dimensional vector space spanned
by {fu(u,v), fu(u,v)} is the image of TpU by the differential
map:

Span{fu(P)7 fv(P)} = df(TPU)

We call this vector space by the tangent vector space of the
surface at P. The tangent vector space is characterized as the
orthogonal complement of v(P), and we have the orthogonal
decomposition

(2.2) R® = (Typ)R?) = df (TpU) & Rup.
From now on, we denote by
ds® = Edu®+2F dudv+Gdv?, I = Ldu*+2M dudv+N dv?

the first and the second fundamental forms, respectively.

22. April, 2016.
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The Weingarten Formula. The following formula mesures
the change of the unit normal vector in terms of the entries of
the fundamental forms (cf. Lemma 8.5 in [2-1] (page 85)):

Theorem 2.1 (The Weingarten Formula). It holds that

Vy = 7A%fu - A%fva
Vy = _Aéfu - A%fva

A_ (AL AN _(EF L M
T \42 A3) T \F @ M N '
The Christoffel symbols and the Gauss Formula.

Definition 2.2 (The Christoffel symbols, [2-1], page 108). The
following FZ} (1,7, k = 1,2) are called the Christoffel symbols:

_ GE, - 2FF, + FE,

ko=
1 2(EG — F2) 7
ro . 2EF,— EE, — FB,
1 20EG — F2)
GE, - FG
1 _ 1l v u
(2.3) e = G-y
: re _ o BEG.-FE,
12 21 - 2(EG _ F2)7
. 2GF, — GG, — FG,
2 2(EG — F2)
ro . BG,—2FF, + FG,
2 2(EG — F?)
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By straightforward calculations, we have

Lemma 2.3.

1 1
EF111+FF121:§E1“ FF111+GF121:FH—§EU
1 1
EF112+FF122:§E1)3 FF112+GF122:§GU’
1 1
EI}, +FI3,=F,— 3Gy FI3,+GI3, = G,
I +r3=9%" o2 9
11 +419 29’ o1+ 15 2’

where g := EG — F2.

The Gauss formula ([2-1], Proposition 11.1 in page 122) is
satated using the Christoffel symbols as follows:

Theorem 2.4 (The Gauss Formula). Let f: U > (u,v) —
f(u,v) € R® be an immersion and v its unit normal vector
field, and let F;k (i,j,k = 1,2) and L, M, N be the Christof-
fel symbols and the entries of the second fundamental forms,
respectively. Then it holds taht

fuuw =Tty fu+ Ty fo + Lv,
(2-4) fuv:F112fu+F122fv+MVa
fm; = F112fu +F222fv + Nv.

The Gauss Frame and the Fundamental Equations. Com-
bining Theorems 2.1 and 2.4, we have the following Fundamental
Equations for surface theory:
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Theorem 2.5. Let f: U > (u,v) — f(u,v) € R3 be an im-
mersion of a domain U in the uv-plane. Then the Gauss frame
F i =A{fu, fo, v} as in (2.1) satisfies the equations

oF oF
(25) F-=FR, S =FA
iy, I, -4 Iy Iy, —A
2:= F121 F122 _A% , A= F221 F222 _A% )
L M 0 M N 0

where F;k (i,5,k = 1,2), AF and L, M, N are the Christoffel
symbols, the entries of the Weingarten matrix and the entries
of the second fundamental form, respectively.

Since the coefficient matrices 2, A in (2.5) are expressed in
terms of the first and the second fundamenatal forms, we have
the followoing, which is the “uniquness part” of the fundamental
theorem for surface theory (which will be stated in Section 4):

Corollary 2.6. Let f, f: U — R3 be two immersions of a
domain U C R2. If the first and the second fundamental forms
of f and f are common, there exist a matriz P € SO(3) and a
vector p € R? such that

(2.6) f=Pf+p.

In other words, the first and the second fundamental forms de-
termines a surface uniquely up to (orientation preserving) isome-
tries of R3.
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Proof. Let F and F; be the Gauss frames of f and f, respec-
tivelymtively. By Theorem 2.5, they astisfy the equation (2.5)
with common coefficient matrices {2 and A. Hence

%]—"ffl =F F  + F(FY, = FWF - R(FIRFY
=F0RF ' = FQF T =0,

9 o 1

5,1 F =0

Since the domain D is connected, it follows that 71 F ! = P,
for some constant matrix P, that is, /; = P holds. Hence

fu:Pfu> fv:me v=Pv
hold, where 7 is the unit normal vector field of f. This implies
(JF_Pf)u:(f_Pf)vzov

and hence f — Pf =: p is a constant vector, which yields (2.6).
So, it is sufficient to show that P € SO(3). Fix P := (ug,v) € U
and set

.fl :fu(u07v0)7 f2 :fv(u07v0)a f3 :V(UO’UO)'
Then

f1-f1=E(uo,v0) = fuluo,vo) - fuluo,vo) = Pfy - Pf,
and similarly, we have
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Since {f, fa, f3} forms a basis of R?, we can conclude that
x-y=Px Py (x,y € R?),

and hence P is a orthogonal matrix. Moreover, both det 7 and
det F are positive since F and F are positively oriented. Thus,
det P > 0, that is, P € SO(3).

O

Theorema egregium Differentiate the first (resp. the sec-
ond) equation of (2.4) in v and wu, respectively, we obtain

fuwo = () + (I 0 + THIT + TH I, — LA3) fo,

2.7
@7 fuvu = (%) + (Tig + Doy + Ty 5y — MA3) £,

here ()’s are linear cobinations of f,, and v. Since fuuy = fuvu,
we have

E(E,G, — 2F,G, + G,2)

(2.8) K = H(EG— 22
F(E,G, — E,G, — 2E,F, — 2F,G,, + 4F,F,)
+ 4(EG — F?2)?
G(EyGy — 2E,F, + E,?)  Eup —2F + Gua
* 4(EG — F?)? - 2(EG-F?)

comparing the coefficients of f, in (2.7) and substituting (2.3),
here K is the Gaussian curvature defined in (1.15). The equal-
ity (2.8) is known as Gauss’ Theorema Egregium (“remarkable
theorem”), cf. Theorem 11.2 of [2-1].
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Ezxercises

2-1% Assume f: U > (u,v) — f(u,v) € R® be an immersion
of a domain U in R?, whose first and second fundamental
forms are expressed as

ds? = du® + 2 cos 0 du dv + dv?, II = 2sin 6 du dv,
where 0(u,v) is a smooth function in (u,v).

(1) Find the condition of § for f to be an immersion.
(2) Compute the Christoffel symbols.
(3) Write down the equation (2.8) in terms of 6.
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3 The Gauss and Codazzi equations

The compatibility conditions. As seen in Theorem 2.5 in
Section 2, the Gauss frame F = (f,, fy,v) for an immersion
f: D3 (u,v) = f(u,v) € R? satisfies the equation

OF OF

(3.1) au—]-'(L 90 =FA
Iy, I, -4 Iy Iy, —A
2:= F121 F122 _A% , A= F221 F222 —A% )
L M 0 M N 0

where ij (i,5,k = 1,2), Af and L, M, N are the Christoffel
symbols, the entries of the Weingarten matrix and the entries
of the second fundamental form, respectively.

Lemma 3.1. The coefficient matrices 2, A in (3.1) satisfy

002 oA
(3.2) He g, = A AL

Proof. Differentiating the first equation in (3.1) with respect to
v, we have

Fuv = (FQ)y = FuQ + FQ, = FAQ + FQ, = F(AQ + 2,).

Similarly, differentiating the first equation in (3.1) in w, it holds
that
Fou =F(2A+ Ay).

22. April, 2016. Revised: 06. May, 2016
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Thus,
F(AQ + 02,) = F(RA+ A)

holds. Noticing that F is a regular matrix, we have the conclu-
sion. O

The equation (3.2) is called the compatibility condition, or
the integrability condition of the equation (3.1).

The Gauss and Codazzi equations. The compatibility con-
dition (3.2) consists of nine equations, because it is the equality
for 3 x 3 matrices. However, they can be reduced three equa-
tions:

Lemma 3.2. The compatibility condition (3.2) is equivalent to
the equation (Equation (2.8))

E(E,G, —2F,G, + G,?)

(33) K= 1(EC— P
F(E,G, — E,G, — 2E,F, — 2F,G, + 4F,F,)
+ 4(EG—F2)?
G(EuGy —2E,F, + E,?)  Eyy —2Fu + Guu
+ 4(EG — F2)? - 2(EG-F?)

and the following two equations:

L,—M,=THL+T3M—-TYM—T%N,

3.4 .
B4 M, — N, =Tp,L+T5,M —I'{yM — TEN.



19 (20160527) Sect. 3

Proof. By a direct computations, we can conclude that the (1, 1),
(1,2), (2,1), (2,2)-components of (3.2) are equivalent to (2.8).
On the other hand, the first (resp. the second) equation in (3.4)
is equivalent to the (3, 1) (resp. (3,2)) component of (3.2). More-
over, the (1,3) and (2,3)-components are equivalent to (3.4)
because of the definition of the Weingarten matrix

CHE DY e

and Lemma 2.3. O

The equation (2.8) is called the Gauss equation. On the other
hand, the equations (3.4) are called the Codazzi equations, or the
Codazzi-Mainardi equations.

Corollary 3.3. Let f: R2 D D — R? be an immersion with
first and second fundamental forms as

ds? = E du®+2F dudv+G dv?, II = Ldu®+2M dudv+N dv?.

Then the entries E, F, G, L, M and N satisfy the Gauss equa-
tion (3.3) and the Codazzi equation (3.4), where I'j’s are the
Christoffel symbols (2.3), and K is the Gaussian curvature in
(1.15).

References
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[3-2] M. P. do Carmo, Differential Geometry of Curves and Surfaces,
Prentice-Hall, 1976.

Sect. 3 (20160527) 20

Ezxercises

3-1" Agsume that the first and second fundamental forms of
the immersion f: R?2 D D — R3 are

ds®> = Edu® + 2F dudv + G dv?, II = 2M du dv.
(1) Show that the Codazzi equations are

Gu 9v
M+ (2F122 — 2g) M =0, Mv+(2F112 — Qg) M =0,
where g = EG — F2.

(2) Moreover, if the Gaussian curvature is negative con-
stant, show that £, =0 and G,, = 0 hold.
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3-2 Let f be an immersion of the uv-plane into R3. The pa-
rameter (u,v) is said to be isothermal or conformal if the
first fundamental form is written as

ds* = %7 (du? + dv?) (ie. E=G=¢e*,F =0),
where o = o(u,v) is a smooth function in (u,v). 2

Assume that f is parametrized by an isothermal parame-
ter (u,v).

(1) Show that the Gauss frame F satisfies the equation

OF OF

(3.5) ey = F12, 5 =FA
Oy 0y —e 2L
R:=|-0, 0o —e M|,
L M 0
oy, —0, —e 2°M
AN=|oy, o0, —e?N|J|,
M N 0

where L, M and N are the entries of the second fun-
damental form.

2Let (%,ds?) be an arbitrary 2-dimensional Riemannian manifold.
Then, it is known that, for any point P € S, there exists an isothermal
coordinate chart (u,v) containing P, that is, the Riemannian metric ds? is
written as ds? = €29 (du? + dv?) (cf. Section 15 of [3-1]).

Sect. 3 (20160527) 22

(2) Verify that the Gauss and Codazzi equations are writ-
ten as

Ouu + Opp + €27 (LN — M?) =0

L, — M, = ou(L+ N)
N, — M, = o,(L + N).

3-3 Let f: ¥ — R? be an immersion of an oriented 2-manifold
Y, and (u,v) be an isothermal coordinate system around
P € ¥ compatible to the orientation of ¥, and (£,7) be
another coordinate system around P compatible to the
orientation of X.

(1) Show that (&,7) is isothermal if and only if
Ug = Uy, Uy = —Vg.

(2) Verify that the above conditions are equivalent to
that
(:=¢(+in— z:=u+w

is holomoprhic. 3

3Hence, the existence of isothermal coordinates implies the existence of
the structure of a Riemann surface (a 1-dimensional complex manifold) on
an oriented Riemannian manofold.
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3-4 Let f: D — R3 be an immersion with an isothremal pa-
rameter (u,v), with fundamental forms

ds?

(1)

=2 (du® + dv?), II = Ldu® +2M dudv + N dv?.

Show that the Gauss and Codazzi equations are equiv-

alent to
10H dq
—20 —20
- un vv) = Kv a a. )
¢ (oun+ ow) 2 0z € 0z

where z = u + v be an complex coordinate,

1

1 (L — N)—2iM),

q

K is the Gaussian curvature, H is the mean curva-
ture, and

9 _1fo 0N 9 _1(9 .90
9z 2\ou '‘ov) 9z 2\ou 'ou)-

When H is constant, verify that the Codazzi equation
is equivalent to the holomorphicity of q.
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4 The fundamental theorem for surfaces

We shall give a proof of the following theorem in this section
(cf. Appendix B-10 in [4-1]):

Theorem 4.1 (The fundamental theorem for surface theory).
Let D be a simply connected domain of R? and let E(> 0), F,
G(>0), L, M and N be a C*®-functions on D satisfying EG —
F? > 0, the Gauss equation (3.3), and the Codazzi equations
(3.4). Then there exists an immersion f: D — R® whose first
and second fundamental forms are

ds®> = Edu®+2F dudv+G dv?, IT = L du?®+2M dudv+ N dv?.

Moreover, such an immersion f is unique up to rotations and
parallel translations.

Facts on Linear Ordinary Differential Equations.

Theorem 4.2 (The fundamental theorem). Let V' be a finite di-
mensional vector space over R and denote by Hom(V') the space
of linear transformations on V. Take a C*>°-map A: I — Hom V'
defined on an interval ICR. Then for arbitrary tg and vo € V,
there exists a unique C*°-map v: I — V satisfying

Wity = Awls), (o) = o

29. April, 2016. Revised: 06. May, 2016

(4.1)
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The equation (4.1) is called an initial value problem of a
linear differential equation.* We denote the unique solution of

(41) by vA,tO/UO .

Theorem 4.3. Under the same notations as in Theorem 4.2,
let A: IxU — Hom(V) and and vo: I' — V be C*°-maps where
I, I are intervals and U C R"™ is a domain. Then for arbitrarily
fized ty € 1,

R3OIxUxI > (t,a, 5) —> VA(x,00) t0,V0(8) € \%
18 a C*°-map.

Theorem 4.3 is called the regularity of the solutions of ordi-
nary differential equations with respect to parameters and initial
conditions.

From now on we denote by M(n,R) (resp. GL(n,R)) the
vector space consists of the n x n-real matrices (resp. the n x n-
regular matrices).

Corollary 4.4. Let 2: 1 — M(n,R) be a C®-map defined
on an interval I. Then for to € I and an arbitrary matriz
Ao € M(n,R), there exists a unique C*°-map Fa,: I — M(n,R)
satisfying

@) Twm=roew.,  Fuw) =4

Moreover,

4Compare with the well-known Cauchy’s existence theorem. The solu-
tion of the linear differential equation is defined on the whole interval I
where the coefficient A is defined. See [4-2] and [4-3].
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o if Ay € GL(n,R) then F(t) € GL(n,R), fort eI,

e Fp = BFiq, whereid is the n X n-identity matriz and Fpg
(resp. Fiq) is the solution of (4.2) with Ag = B (Ao = id).
Proof. The first part is a direct conclusion of Theorem 4.2 for
V=Mn,R)and A(t): Ve F— Qt)FeV.
Let F be the solution of (4.2). Then it holds that,

%det}" =tr (fﬁ) = tr(FFR) = det F tr(£2),

where F is the cofactor matrix of 7. Then f = det F satisfies

% = fw, f(to) =ap, wherew =tr {2 and ap = det Ay.

The unique solution of above equation is

#0)= oo /t:oJ(s) ).

which never vanish if ag # 0. Final assertion holds by the
uniqueness of the solution of (4.2). O

Integrable Partial Differential Equations. Let D be a do-
main in the uv-plane R? and take C>° maps £2, A: D — M(n, R).
In this section we consider a system of differential equations of
unknown F: D — M(n,R):

oOF oOF

(43) Z-=F02  S-=FA F(P)=F eGLnR)

where P € D is a fixed point.
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Lemma 4.5. Assume that there exists a solution F of (4.3).
Then F(u,v) € GL(n,R) for any (u,v) € D and it holds that

(4.4) 2y — Ay = QA — AL.

Proof. Fix Q € D and take a smooth path v(t) = (u(t),v(t)
(0=t <£1)on D joining P and Q. Then F o~(t): [0,1] —
M(n,R) satisfies

d};isv(t) =Fo 7<t)f2(t)7 Fo~v(0) = Fy € GL(n,R),

Q(t) == Qo y(t)a(t) + Ao (t)o(t).

Then Corollary 4.4 implies that F(Q) € GL(n,R). Since Q is
arbitrary, the first assertion holds.

The second assertion can be proven by the same way in the
proof of Lemma 3.1. O

(4.5)

Theorem 4.6. Let D be a simply connected domain in R2.
Then there exists a unique solution F: D — M(n,R) of (4.3) if
Q2 and A satisfy (4.4).

Proof. First we shall prove the uniqueness: Let F; and F5 be the
solutions of (4.3). Since the values of F; are regular matrices
(Lemma 4.5), we can set G := F1F, *. Then by the similar
computation in the proof of Corollary 2.6, we have G, = G, = O,
and hence G is constant on D:

G(P) = Fi(P)F(P)™' = FyFy ' =id.

Then we have F; = Fs.
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Next, we prove the existence. Take Q € D arbitrarily and
choose a path y(t) = (u(t),v(t)) (0 £t £ 1) joining P and
Q, and consider the ordinary differential equation (4.5). Let
Fy: I — GL(n,R) be the unique solution (cf. Corollary 4.4) of
(4.5), and set F(v,Q) := F,(1).

We now prove that F does not depend on the choice of the
path . Take another path 4 joining P and Q. Since D is
simply connected, they are homotopically equivalent. In other
words, we can take a smooth map o: [0,1] x [0,1] — D such
that (0,t) = ~(t), o(1,t) = 3(t), 0(s,0) =P, o(s,1) = Q. We
write o(s,t) = (u(s,t),v(s,t)) and set

S=80Roous+ Aoovs,, T =o00ou;+ Aoou,.
Note that
(4.6) S(s,1)=0 (0s<1),

because o(s, 1) is constant. For each fixed s € [0,1], take the
unique solution F(s,t) of the ordinary differential equation

OF(s,t) . -
) _ FeT(s), F(s0) = Ry

Then by the regularity of the solution of ordinary differential
equation with respect to the parameters, we have a smooth map

F:0,1] x [0,1] — D, and by definition,

Fy :f(S,O), f(’YvQ) :‘7:(071)’ ]:(:Ya Q) :‘F(Ll)v

(4.7)

that is, to show that F (v, Q) does not depend on 1, it is sufficient
to show that F(0,1) = F(1,1). Noticing Sy —Ts—ST+TS = O
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holds because of (4.4), we have
(]}5 *./_:.S)t = -/_:.st *./_:.tS*./_:.St
= Fis — FTS — FS, = (F, — FS)T.

Hence for each fixed s, F, — F'S is another solution of the same
equation (4.7) with the initial condition F (s, 0)—F (s, 0)S(s,0)
O. Hence F, — FS = O for (s,t) € [0,1] x [0,1]. In particular,
Fi(s,1) = F(s,1)S(s,1) = O and then F(s,1) is constant.

Thus, by setting F(Q) := F(v, Q), we have the map F: D —
M(n,R). We finally prove that F satisfies the equation (4.3).
Let Q = (uo,v0), Qn = (ug + h,vo) and set y(t) = (ug + th,vg)
(t € [0,1]). Then F(Qy) = F(1), where F is a solution of

% —hEQon(),  F(0) = F(Q)

Thus, we can show

F(Q-n) = F(Q)

Fu(Q) = Jim =228 F(Q)a(q).
Similarly, we have F, = FA. O

Corollary 4.7 (Poincaré Lemma). Let o := wdu + Adv be a
differential one form on a simply connected domain D C R2.
If doo = (Ay — wy)du A dv = 0, there exists a smooth function
f: D — R such that df = «.

Proof. Consider the equation ¢, = pw, ¢, = @A and apply
Theorem 4.6 for n = 1. Letting f = e¥, we have the desired
function. O



31 (20160527) Sect. 4

Proof of Theorem 4.1. The uniqueness is already shown in
Corollary 2.6. We show the existence. Consider the equation
(3.1). with initial condition at P € D

VEs  RJVE, 0

FP):=| 0 /(EeGo—F3)/Ey 0],
0 0 1
where Fy = E(P), .... Then by Theorem 4.6, there exists

the unique solution F: D — GL(3,R). Write F = (w, A, v).
Then by the equation (3.1), w, = A, that is, R*-valued one
form o = wdu + Adv is closed. Then by the Poincaré lemma
(Corollary 4.7), there exists a smooth map f: D — R3 such
that f, = w, f, = X\. We show that f is the desired surface. Let

fu'fu fufv fu'y
H='FF= Jofu fo-fo forv], (‘F:(f“’fv’y))'

Vefu vefy veov

Take an arbitrary Q € D and a path « joining P and Q. Then
‘H = H oy satisfies the linear ordinary equation

i>

d

(4.8) = O+ 0

U

t

where (2(t) is as in (4.5). On the other hand,

A E F 0
Ho =Hoon, Ho=|F G O
0 0 1
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is a solution of (4.8) with same initial condition as H (cf. Prob-
lem 4-1). Thus H = Hg by the uniqueness part of Theorem 4.2.
Since Q is arbitrary, we have

fu',fu:E7 fu'fv:Fv fv'fv:G7 fu'V:fv'V:O> |V‘:1'

Hence the entries of first fundamental form of f is E, F', G and
v is the unit normal vector. Then by (3.1), we can show that
the entries of the second fundamental form are L, M and N.

References

[4-1] DOOD0O0O0OO0O0OO0OO0OODO0OO0OO0D—000D00000O0D0O0OO0ODOO
00002014.

[4-2] DOODO0DmMOUOOODO0OO0OMMOOO0OO197400

4-3] 000D MOO0O0O0 6 000000 OO0O000199400

Exercises
4-1" Let 2 and A be as in (3.1). Prove that
E F 0
H=|F G 0
0 0 1

satisfies the equation

a—H:t(ZH+'HQ7 8—H:t/17-[+7-[/1.
ou ov
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5 The Asymptotic Chebyshev Nets

Asymptotic directions. Let f: R? > D — R? be an im-
mersion and fix P = (ug,v9) € D. Consider a curve y(t) =
f(u(t),v(t)) with v(0) = f(P). We define the normal curvature
of y(t) at P as

(5.1) (7, P) o= (|J((oo))|2) W(P),

where v is the unit normal vector field of f.
Under the situations above, we have

_ La?+2M a0+ N o2
- EW? 4 2F a0+ G2

(5.2) En(7,P):

where E, F', G, L, M, and N are the entry of the first and sec-
ond fundamental forms, which are evaluated at P, and (u,v) =

(1(0),%(0)).

In fact, by the chain rule, we have

50 = g F0.00) = fui+ fob

’Y(O) = fuu + fvv + fuuu2 + 2fuvuv + fvvi]2a

where w, i etc. are evaluated at ¢t = 0, and f,, fu, etc. are
evaluated at P. Since f, and f, are perpendicular to v and
L = fuu - v, etc, we have (5.2). By (5.2), the normal curvature

06. May, 2016.
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at P depends only on the velocity vector v = 4(0) of y(¢) at P.
Moreover, it depends only on the direction of v. So we write

(5:3) fn(v) = kn(7,P), v =4(0).

Theorem 5.1 (Proposition 9.5 in [5-1]). The mazimum and
minimum of the normal curvature at P are the principal curva-
tures.

Proof. Since k,(v) depends only the direction of v, then it can
be considered as a function defined on S'. Then it has the
maximum and minimum. By (5.2), the maximum and minimum
of Kk, are the maximum and minimum of

h(e, B) := La? + 2Maf + N> under the condition
g(a, B) := Ba? + 2Faf + GB* = 1.

Let A be the Lagrange multiplier. Then if &, takes maximum
or minimum at (OZ,B) (7& (an))7 (h - )‘g)oz = (h - )\g)ﬁ =0:

(L—AE)a+(M—=XF)B=0, (M—XF)a+(N—AG)B=0.

This system admit a solution («, 8) # (0,0) if and only if

L—-)XE M—-M\F
(5.4) det (M—)\F N—AG) =0

and in this case, A = k,, is the maximum or minimum of x,,(v).
Since (5.4) holds if and only if

(&) (5 N)-( )]0

det
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that is, A is an eigenvalue of A as in (1.13). Hence the maximum
and minimum of k,, are the principal curvatures. O]

Corollary 5.2. If the Gaussian curvature K is negative at P,
there exists two linearly independent directions v1 and vo of the
tangent space at P such that k,(v;) = 0.

Proof. Since K(P) < 0, the principal curvatures A\; and A, the
maximum and the minimum of &, (v), have opposite signs. [

Definition 5.3. The directions v; and vy as in Corollary 5.2
is called the asymptotic directions.

Fact 5.4 (Theorem 9.9, Figure 8.1 in [5-1]). At a point P with
K(P) <0, the intersection of the surface and the tangent plane
of the surface at P consists of two curves intersecting at P, and
the tangent directions of these curves are the asymptotic direc-
tions.

Fact 5.5 (Theorem B-5.4 in [5-1]). Let P be a point on the
surface with K(P) < 0. Then there exists a local parameter
(u,v) on a neighborhood U of P such that the u-direction and
v-direction are the asymptotic directions on each point U.

Definition 5.6. The coordinate system as in Fact 5.5 is called
the asymptotic coordinate system.

Proposition 5.7. A parameter (u,v) of the surface is asymp-
totic coordinate system if and only if the second fundamental
form is in the form

II =2M du dv,

that is, L= N = 0.
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Proof. Let P = (ug,vg). Then the normal curvature of the u-
direction (resp. the v-direction) is (fuu/|ful?) - v = L/E (resp.
(fuu/|fo]?) - v = N/G). The coordinate system (u,v) is asymp-
totic if and only if these two normal curvatures vanish, that is,
L=N=0. O

Ezample 5.8. Consider a parabolic hyperboloid z = % 2 —y?).
Since this surface is parametrized as (z,y) — (ac7 v, %(mz — yz)),

the first and second fundamental forms are

ds® = (142?) do® —2zy dx dy+(1+y*) dy?, 1 =

Since dz? — dy? = (dz + dy)(dz — dy) = d(z + y)d(x — y), the
parameter change u = x + y, v = ¢ — y yields

7 — du dv

14 Ju? + o2

Hence (u,v) is the asymptotic coordinate system. The surface
is represented by

(u,v) —> (

u—i—vu—vﬂ
2 72 T2 )

Asymptotic Chebyshev net.

Theorem 5.9. Let f: ¥ — R3 be an immersion of 2-dimensional
manifold ¥ into the Euclidean 3-space, whose Gaussian curva-
ture is —1. Then for each point P, there exists a local coordinate
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system (u,v) on a neighborhood of P such that the first and sec-
ond fundamental forms are represented by

(5.5)  ds* = du® + 2 cos 0 du dv + dv?, II = 2sin 0 du dv.
Here, 0 is a smooth function in (u,v) satisfying
(5.6) Oy = sin b.

The coordinate system (u,v) in Theorem 5.9 is called the
asymptotic Chebyshev net and (5.6) is called the sine Gordon
equation. Here function @ in (5.5) is the angle between the two
asymptotic directions.

Proof. Let (u,v) be an asymptotic coordinate system around P
(cf. Fact 5.5). Then the first and second fundamental forms are
in the form

ds? = E du® 4+ 2F dudv + G dv?, II = 2M dudv.
Then by Problem 3-1, the Codazzi equations yield
E, =0, G, =0.
Hence E and G depends only on u and v, respectively:
E = E(u), G =G(v).

Since E and G are positive, there exists a function £ = &£(u),
7 = n(v) such that

&u = E(u)7 T = G(U)
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Then (£,7n) is the desired coordinate system. Then the funda-
mental forms are

ds® = d¢® + 2 Fdedn +dn?,  I1=2M dE dn.

Since the Gaussian curvature is —1, that is,

— M2
K = — =1,
1—F?
we have L
M? +F?=1.

So there exists a smooth function 6 such that 1/ = sin@ and F' =
cos . Thus we have the desired coordinate system. Moreover,
by Problem 2-1, 6 satisfies 8¢, = sinf (which is equivalent to
the Gauss equation). O

Remark 5.10. The asymptotic Chebyshev net is unique up to
the coordinate changes

(u,v) = (fu +a, v +b), (u,v) = (v,u).

References

[6-1] DO0D000O0D000O0O00O0O0O0D0—000000000000O0ODO0
Oo002014.
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Ezxercises

5-1 Consider a smooth map f: D — R? as (cf. Problem 1-1 )

cosu sinu

o) = v~ tanlo),

coshv’ coshv’
where D = {(u,v)|v > 0}.
(1) Write down the first fundamental and second funda-

mental forms in terms of (u,v).

(2) Find parameter change (u,v) — (&,7n) to the asymp-
totic Chebyshev net (£, 7).

(3) Find the asymptotic angle 6(&, 7).
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6 Surfaces of constant negative curvature—
the sine Gordon equation

Surfaces of constant negative curvature. As a corollary
to Theorem 5.9 (the existence of asymptotic Chebyshev net)
and the fundamental theorem for surface theory (Theorem 4.1),
we have

Theorem 6.1. For a function 8 = 6(u,v) defined on a simply
connected region D on R? satisfying 8y, = sin@ and

(6.1) 0(u,v) € (0,7) ((u,v) € D)

there erists a unique immersion f: D — R3 (up to congruence
of R3) with first and second fundamental forms as

(6.2) ds? = du® + 2cosf dudv + dv?, II = 2sin 0 du dv.

Conversely, any surfaces in R3 with constant curvature —1 is
obtained in this way.

As mentioned in Section 5, the equation
(6.3) Oup = sin f.

Theorem 6.1 claims that the solutions of the sine-Gordon equa-
tion with

Ezample 6.2. Let

(6.4) O(u,v) = 4tan"! exp(u + v).
20. May, 2016.
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Then one can easily see that it satisfies the sine-Gordon equa-
tion, and satisfies (6.1) on a domain D = {(u,v)|u + v < 0}.

If we set € :== u — v,  := u + v, the first and second funda-
mental forms can be written as

_ tanhn

ds? = (de? 4 sinh® ndn?), I = (—de? 4 dn?),

cosh? & coshn

which coincide with the fundamental forms of the pseudosphere
(Problem 1-1):

cos§ siné

f(«f,n)z( ,n—tanhn).

coshn’ coshn

The third fundamental form and the flat structure. Let
f: D — R3 be an immersion and v: D — S2 C R? its unit
normal vector field, where S? is considered as the set of unit
vectors of R3.

Definition 6.3. The third fundamental form of f is the metric
on D induced by the map v:

II := dv - dv = (v, - v) du® + 2(vy - V) dudv + (v, - 1y,) dv?,
where (u,v) is a local coordinate system on D.
Lemma 6.4. The third fundamental form satisfies

I — 2HIT + K ds* = 0,

where H and K are the mean and the Gauss curvatures of f,
and ds® and II are the first fundamental forms, respectively.
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Proof. Fix alocal coordinate system (u,v) and let T and II be
the first and second fundamental matrices, respectively. Then
the Weingarten matrix A is defined as A := I ~' I . Here, by
the Weingarten formula (Theorem 2.1), it holds that

(Vu; Vv) = *(fua fv)A

Then the matrix representation (the third fundamental matrix)
of IIT is computed as

e ¢ t
I = (qu,) (Vual/v) = tA < fu (fu,fv)A
st g~ o a1 aN\2 -
ST I =0T n =1 (I—lﬂ) = 742
On the other hand, by the Cayley-Hamilton formula we have
A% — (tr A)A + (det A)T = A* —2HA+ KI = O,

where I and O are the 2 x 2 identity matrix and the zero matrix,
respectively. Thus, we have

O=TA>—2HTA+KTII —2HII + K1,
and hence we have the conclusion. O

Theorem 6.5. Let f: D — R? be an immersion with constant
Gaussian curvature —1, and let v be its unit normal vector field.
Then ds* + III is a flat metric, that is, a Riemann metric of
constant Gaussian curvature 0.
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Proof. Take the asymptotic Chebyshev net (u,v) as
ds? = du® 4+ 2cosOdudv + dv?, II = 2sinfdudv.
Then the Weingarten matrix is expressed as
. ( 1 cos¢9>_1 < 0 sin9> _ (—cott csct)
cosf 1 sinf 0 csct —cott)’

and thus the mean curvature H is — cott. Thus, by Lemma 6.4,

I = —2cottIl + 1 = ! —cost .
—cosf 1
Hence
I+ =21,
that is, ds? + III = 2(du® + dv?) which is a flat metric. O

Remark 6.6. It is known that a complete, simply connected flat
(with zero Gaussian curvature) Riemannian manifold (M, ds?)
is isometric to R? with the canonical metric. We consider a com-
plete immersion f: M — R? with constant Gaussian curvature.
Since the induced metric ds/?vis complete, so is do? := ds? + III.
Then the universal cover (M,ds?) of (M,do?) is isometric to
the Euclidean plane.

Equations for the orthonormal frame. Let f: D — R? be
a surface of constant Gaussian curvature —1 with unit normal
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vector field v, and (u,v) the asymptotic Chebyshev net with
(6.2), We set
(6.5)

1 0 1 0
€1 =  sec i(fu + fo), e2:= 5 o8¢ 5(_fu +fu), ez=v.
Then one can easily see that
(6.6) G := (e1,e,e3)

is an orthogonal matrix for each (u,v). We call G the orthonor-
mal frame associated to the Chebyshev net (u,v).

Lemma 6.7. The orthonormal frame (6.6) satisfies

oG oG
(6.7) ou gu, Ov gV,

)

1 0 0. sm%
U=-= -0, 0 cosg |

—sing  —cosg 0

1 0 —0, sin%

V = 3 0, 0 —cosg

—sin? cos? 0

2 2

Proof. Direct computations from (6.5) and Theorem 2.5. More-
over, the integrability condition U, —V,, = UV — VU (cf. (4.4))
is equivalent to the sine-Gordon equation 6,, = sin6. O

Extension of constant negative curvature surfaces. The
advantage of (6.7) is that it is valid even if ¢ = 0 (mod 7). Thus,
we have
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Theorem 6.8. Let 6: D — R3 be a smooth function on an
simply connected domain D in the uv-plane satisfying the sine-
Gordon equation (6.3). Then their exists a smooth map f: D —
R3 and v: D — S? C R? such that

(6.8) fuv=0, fo-v=0, (v-v=1),

and

ds* :=df - df = du® +2cosf dudv + dv?,

(6.9) .
Il := —dv - df = 2sinf dudv.

Moreover, f is an immersion of constant Gaussian curvature
—1 on the regions {(u,v) |6(u,v) £ 0 (mod 7)}.

Proof. Since sine-Gordon equation is the integrability condition
for (6.7). So there exists a solution G with the initial condition
G(Py) = I, where I is the identity matrix. Since both U and
V' are skew symmetric matrices, G takes its values the set of
orthogonal matrices. In fact, one can easily show

(G'G)u = (G'G)y = O.
Let G = (e, ez, e3). Then by the equation (6.7), the R3-valued
1-form

w = COS261 Sln262 U C08261 Sln262 v

is closed, that is, dw = 0. Then by the Poincaré Lemma (Corol-
lary 4.7), there exists f: D — R3 with df = w. This f is the
desired one. O
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Remark 6.9. Though the map f: D — R? has singular points
on the set ¥ := {(u,v) € D|6(u,v) = 0 (mod =)}, the unit
normal vector field v = e3 is defined on ¥. A map f: D — R3
is said to be a frontal if there exists a unit normal vector field
v: D — S? that is, v satisfies (6.8). Moreover, if a smooth map
(f,v): D — R? x S? is an immersion, f is called a front of a
wave front. Various differential geometric properties for wave
fronts are treated in [6-3], and will be treated in [6-2].

In these terms, our f in Theorem 6.8 is a front, because
ds? + III = 2(du? + dv?) is positive definite, that is, (f,v) is an
immersion.

Ezample 6.10. The constant function 6(u,v) = 0 satisfies the
sine-Gordon equation (6.3). Then

1 0 0
G:=10 cos(u—v) —sin(u—wv)
0 sin(u—v) cos(u — v)

is the solution of (6.7) with G(0,0) = I. The corresponding map
f is obtained as f(u,v) = (u+wv,0,0), that is, the image of f is
the z-axis in R3. All points on the uv-plane are singular points.

References

[6-1 O00DD0ODO0O0O00ODD—00000D 1800000020150

[6-2] OOO0OODDDOD (MCST504)00 2000000000 5/6000
0oo0 5/6000

[6-3] DOO0O00ODDODOOO0000O0ODDOOOSeminar on Mathematical
Sciences, 38, 000000, 2009.

[6-4) DOOD0O0OODOOOOOOOOOO0—000O0O0OO0O0OOO0OOOOODOOD
00002014.

Sect. 6 (20160527) 48

Ezxercises

6-1" Consider the equation

p—10

2
) (=0 =2asm 270 (or0), = Zsin

for an unknown ¢, where § = 6(u, v) is a given function.

(1) Prove that, if 6 satisfies the sine-Gordon equation
(6.3), ¢ satisfies the sine Gordon equation, too.

(2) Find the general solution ¢ of (*) for § = 0.
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7 Surfaces of constant negative curvature—
Backlund Transformations

Bicklund transformations. Let f: D — R? be a surface
with unit normal vector field v: D — R3. A surface f: D — R?
is said to be a Bdcklund transformation of f if there exists a
positive constant r and an angle ¢ such that

(B-1) f(p) — f(p) is a tangent vector of both the surface f and

fatpe D,

(B-2) |f(p) — f0)| =,
(B-3) the angle between v(p) and 7 (p) is 0,

for each p € D.
The following proposition gives a necesary condition for ex-
istence of Backlund transformations:

Proposition 7.1. Assume hat there exists a Backlund transfor-
mation f of an immersion f: D — R3®. Then r and § in (B-1)
and (B-3) satisfy

sin? §

)

2
r
where K is the Gaussian curvature, that is, K is negative con-
stant. Moreover, the Gaussian curvature K of the Bdcklund
transformation f is the same constant as f.

To have constant negative Gaussian curvature is also the
sufficient condition for existence of Backlund transformations:

27. May, 2016.
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Proposition 7.2. Let f: D — R3 be a smooth map with unit
normal vector field v, where D is a simply connected domain of
the uv-plane, and

ds? = df - df = du® + 2cos 6 dudv + dv?,
I := —df - dv = 2sin 0 du dv,

where 8 = 0(u,v) is a smooth function satisfying the sine-Grodon
equation
0y = sinb.

We fiz po = (uo,v0) € D and § € (0,7). Then

(B-1) for any o € R, there exists a unique solution of the dif-
ferential equation

90—2’—9, (p+0), = 2tangsin('0_9

)
(p—0)y = 2cot 3 sin
with initial condition p(ug,vo) = o,
(B-2) for ¢ in (B-1), let
fi=f+snd (cos %el + sin %@)
o . . o %
U :=cosdrv —sind — sin d ((f sin 561 + cos 562)) ,

where

1 0 1 0
e = 58% i(fu + fu), ea:= §CSC 5(—fu + fu)-
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Then v is a unit normal vector field of f: D — R3?, and
the first and second fundamtal forms are

df~df = du® + 2 cos g du dv + dv?,
II = 2sin ¢ du dv.

That is, f is a Bicklund transformation of f, and the asymptotic
Chebyshev net of f coincides with that of f.

Ezxercises
7-1% Describe how Dini’s pseudosphere

acosu asinu

fap(u,v) = < a(v — tanhv) + bu)

coshv’ coshv’

obtained as a Béacklund transformation of the line
folu,v) = (0,0,u + v)

with unit normal vector field

vo(u,v) = (—sin(u — v), cos(u — v),0).



