IIR Gradient Adaptive Filters

e |[IR:fewer coefficients than FIR
 [IR:may be a function looked for

* Important class in modeling or identifying
systems

i=0 07" _ A(z)
1-Y" bzt B(z)




Error and Coefficient Update

e(n+1)=yn+1)—[4"(n) BT(n)] X(n+1)

An+1) A(n) Jd1, Y
[B(n+1)] [B(n)] ‘Sacl e‘(n+1)

gradient

C; . a; Or bi



Gradient

1
y(n) = orT z" TH(2)X(z) dz
(09(n) 1 1 X(2)
da; zz_njjgz A To

oym) 1 .1
db; =2—7T]'¢Z ‘ B(Z)H(Z)X(Z)dz

gradient is calculated by applying x(n) and y(n) to (Z)



Parallel IIR Gradient
Adaptive Filter

x(n) Va y(n) ym)
o—»A(Z) +_ p :@47
y ]
biZ_l
i=1 e(n)
*analysis not simple
stabllity problem



then

Series-Parallel IIR
Gradient Adaptive Filter

After convergence
y(n) = y(n)

eln+1)=zyn+1)—[AT(n) BT(n)] [X(;L(:)l)
/ /
) oo
/ e(n) /

No stability problem



Strength and Weakness

of Gradient Filters

 Strength
—Ease of design
— Simplicity of realization
—Flexibility
—Robustness against signal characteristic
evolution and computation errors

» Weakness
—Dependence on signal statistics
* pest for flat spectrum

* low speed or large residual errors for colored
signal



Linear Prediction Filter

e(n) =x(n) — 2 a;x(n —1)
i=1

e coefficients are calculated to minimize the
variance of e(n).

 The minimization leads to

Ele(m)x(n—-1i)] =0, i >1

Ele(n)e(n —i)] =0, i >1

e e(n) :white noise prediction error or
Innovation




Linear Prediction Filter
and Inverse

x(n)
——f A(Z)

e(n)

whitening filter

14 @)

model or

x(n)

Innovation filter

E, = E[e*(n)] : prediction error variance
S(e/®) : input signal power spectrum density

1 (™ .2 .
Fa =32 | @) s(e7)da

1 B dz
- f ADAGE™) S(2) =



A(2) is Minimum Phase

« If z,,azero of A(z), Is outside the unit circle,
|zo| > 1, consider A'(z) given by

(z—277")(z—2z51)

A = A =)
E, = - E, <E,
|z |

which contradicts the assumption.

« Consequently, the prediction filter A(z) Is
minimum phase.



Prediction Error Power
1 4 dz
Fa = 5§ A@ACHS@

dz dz dz
2mjInE, = lenA(z); -+ f lnA(Z_1)7 + f 1HS(Z)7

N N
0 0

because

A(z) Is minimum phase --- InA(z) Is analytic for |z| > 1
Integration contour can be a circle whose radius Is
arbitrarily large, and lim A(z) = a, =1

Z— 00

1 (7 .
E, = exp {Z_nJ lnS(ef‘“)da)}
—TT

J

Kolmogoroff-Szego formula 10



Linear Pl’EdictiOII\) Coefficients
e(n)=xn)— ) ax(n—1)
2.

9 Ele2m)] = r(j) — Zalr(] )=0, 1<j<N

da;
which can be completed by the power relation

Eqn = E[e?(n)] = r(0) — Ea 0

In concise form Ry, [—A ] [EaN]

Where rr(0) | r(1) - r(N)
Ryt1 = r(gl) Ry ,Ry = E[X(n)X" (n)]
r(n) | 11




First-Order FIR Predictor
Hz)=1—-az 1

can be applied to a constant signal in white noise
with power o
x(n) =14+ b(n)

The prediction error power
Ele?(n)] = [HD)|?* + o5 (1 + a?)
=(1-a)+d/(1+a?)

12



First-Order FIR Predictor
(cont’d)

Residual prediction error (1 — a)?
Amplified noise power o7 (1 + a?)

The former i1Is much smaller

13



Forward and Backward
Prediction

For finite order, the oldest sample Is discarded

every time a new sample is acquired.
the loss of the oldest sample is characterized

by backward linear prediction.

‘Forward linear prediction e, (n) = x(n) — 2 a;x(n —1i)
=1

ore,(n) = x(n) —ALX(n—1)
-Backward linear prediction e, (n) = x(n — N) — BL X (n)

14



Forward and Backward
Linear Prediction Error Filter

backward prediction

by . | ! ] T ey(n)

ANA A

Vo
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\ \
[SY
LY
\ \
[RRY
Vo
[SY
v
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Vo
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\ \

X(n)

7'l {771

7-1

g L

forward prediction
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71
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" Z
VN}/

15



Backward Prediction

Minimization of prediction error power leads to

Rt | ] =5,

—B E 0 - 1
]N+1RN+1[ 1N] — [ SN] J=1: =
1 17 -« 0
Ry+q [_] B ] = [ESN] co-identity
NEN matrix

Hence
Ay = JnBn, E,n = Epy = Ey

16



Forward and Backward
Prediction

For the stationary signals, the two are equal,
and the coefficients are the same.
Difference appears in the transition phases.

*Forward linear prediction error filter is minimum phase.
-Backward filter is maximum phase.

17



Order Iterative Relations

_r(l)_
Let 7,.1\6,1 = T(:Z) , TI\I? =]NT'1\C;

(V) o

Ry | w8 Q[ 1 ] [Fv—

\T ‘ _AM—] — L

_(rN r(Of] o Ky,

where Ky = r(N) — Z a;n—1 T(N — i

For backward linear prediction, ‘="

0 1 | Kn
AORNGHI | Bt Bl
a ‘ R —DN-1]| T
n N 1 1 |Ey-q




Order Iterative Relations
(cont’d)
I\/Iultlplylng both side by kn = Kn/En-1
0 kNEn-1
Ry —Bpyn-1 0
+1 [ ! ] ky o

Subtracting this from the equation in the previous page
leads to order N linear prediction equation, which implies

Ay = [A’\(’)‘ll — ky B’_\’il , the lastrow is ayy = ky

and EN — EN—l(l — k]%/)

This recursive solution of prediction matrix equation
IS called Levinson-Durbin algorithm. 19



Lattice Linear Prediction
Filter

The coefficient k,, establish direct relations between
forward and backward prediction errors for
consecutive orders.

(eqn(n) = x(n) — ARX(n — 1)

A B
A = N—1] _ N-1
N [ 0 on -1 |

we have ey (n) = egy_1(n) —ky[By_; 1]1X(n—1)

from <

backward prediction error

epn(n) = x(n — N) — ByX(n)

fororder N — 1

epn-1(M) = [-By_, 1]X(n) 20



Lattice Linear Prediction

y

Filter

reaLN(Tl) = eqn-1(n) — kyepy_1(n — 1)

k epn(n) = epy—1(n) — kyegn—1(n)

Lattice linear prediction filter section

21



PARCOR

Partial autocorrelation
residual

Input
~f-|-\ > --- »4)—>
speech . ¥ error

O
O
O

71 >

A

synthesized
speech

C: correlator
22



Speech Synthesis Filter

& | vocal cord
= lip vocal tract <ivibration‘
e
wave digital filter
transmission line two-port adapter
Y \ / \
synthesized N B random

speech ‘ ‘ noise

Z-l

23



Exercise 9

. Express the error outputs of parallel IR gradient AF and series-parallel
lIR gradient AF in z-domain, and compare them.

. Calculate the first four terms of the autocorrelation function of the
signal

x(n) = sin%n.

Using the normal equations, calculate the coefficients of the predictor

of order N = 3.

. Consider the three systems (0 < a,b < 1)

VY = Xp — (@ + b)x,,_1 + abx,,_,,

Yn = abx, — (@ + b)x,_1 + x,_>,

Y =ax, —(@+ b)x,_1 + bx,_,.

What are the system functions for these systems? Which system is

minimum phase, which maximum phase, and which mixed phase?

Take x,, to be a zero mean stationary white noise, with (x,,x,,+m) = 6,

and (x,Xp1+m, Xntm,) = Om,m,- Compare the autocorrelations of the
outputs of those systems.

. Read the following paper;

J. Makhoul,.”Linear prediction: A tutorial review”, Proceedings of the
IEEE, Vol.63, 4, pp. 561-580, Apr. 1975

24



