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23Supervised Learning 
as Function Approximation

Supervised Learning 
as Function Approximation

Using training examples            ,
find a function          from a model        

that well approximates the target function         .

Input

Output



24AssumptionsAssumptions
Training examples

Training inputs       :  i.i.d. from a probability 
distribution with density         
Training outputs       : additive noise included

Output noise      : i.i.d. with mean zero

:Expectation over noise



25ReviewsReviews

Least-squares learning for a linear model:

Solution:



26Today’s PlanToday’s Plan

How does LS contribute to reducing the 
generalization error (i.e, expected 
prediction error for all test input points)?

Justification of LS for linear models:
Realizable cases
Unrealizable cases



27Realizability Realizability 

Realizable: Learning target function          
can be expressed by the model, i.e., there 
exists a parameter vector                          
such that

Unrealizable:          is not realizable



28Justification in Realizable CasesJustification in Realizable Cases

In realizable cases, generalization error 
is expressed as



29Bias/Variance DecompositionBias/Variance Decomposition
Expected generalization error:

Variance Bias

:Expectation over noise

Bias

Variance



30UnbiasednessUnbiasedness
When          is realizable,          is an 
unbiased estimator:

Proof: In realizable cases, 

Then



31Best Linear Unbiased EstimatorBest Linear Unbiased Estimator
is the best linear unbiased estimator 

(BLUE; a linear estimator that has the smallest 
variance among all linear unbiased estimators).

Proof: Homework!



32Justification of LS
(Unrealizable Cases)

Justification of LS
(Unrealizable Cases)

Decomposition:



33Generalization Error DecompositionGeneralization Error Decomposition



34Bias/Variance DecompositionBias/Variance Decomposition

Variance Bias Model
error



35Asymptotic UnbiasednessAsymptotic Unbiasedness
is an asymptotically unbiased 

estimator of the optimal parameter       :

Proof:



36Proof (cont.)Proof (cont.)
By the law of large numbers,

Thus,                                    .    
(Q.E.D.)



37EfficiencyEfficiency

The Cramér-Rao lower bound: Lower bound of 
the variance of all (possibly non-linear) 
unbiased estimators.
Efficient estimator: An unbiased estimator 
whose variance attains the Cramér-Rao bound.
For linear model with LS and                        , 
the Cramér-Rao bound is



38Asymptotic EfficiencyAsymptotic Efficiency
Asymptotically efficient estimator: An 
asymptotically unbiased estimator that attains 
the Cramér-Rao lower bound asymptotically.
When                        , LS estimator is 
asymptotically efficient.

Proof: LS estimator is asymptotically unbiased and

which is the Cramér-Rao lower bound.



SummarySummary
LS is unbiased in realizable cases.
LS has the smallest variance among all linear 
unbiased estimators in realizable cases.
However, the generalization error (i.e., the 
sum of bias and variance) is not necessarily 
minimized.

Theoretical guarantees in unrealizable cases 
hold only asymptotically.

39

min   variance
subject to   bias=0 min  bias+variance



40HomeworkHomework
Prove         is BLUE in realizable cases, i.e.,

Hints:
All linear unbiased estimator                          
satisfies

Therefore,                     .
By assumptions, noise satisfies



AnnouncementAnnouncement

There will be no class next week (May 1st).
The next class will be on May 8th.
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