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Ex. 2.2

Designing a left turn

Probability of 5 or more cars waiting

No. of cars  No. of observation Relative frequency

0 4 4/60

1 16 16/60

2 20 20/6(

3 14 14/60

4 3 3/60

5 2 2/6(23% —3/60
6 1 1/

7 0 0

8 0 0



2.2.1 Important Definitions

Sample SpaceThe set of all possibilities in a probabilistic problem.

Discrete sample space or  Continuous sample space
Finite sample space or Infinite sample space

Sample Point Each of the individual possibilities.
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Impossible event' @” is the event with no sample point

Certain event “S” is the event containing all the sample points
In a same sample space. The sample space itself.

a8

Complementary event'g” contains all the sample points in S
that are not in E for an event E in a sample space S.




Combination of Events

Venn diagram
S S S S

o [Caltlel E

Union “|UJ” The occurrence of E1 orE2 or b
(“or” is used In an inclusive sense, “and/or”)

Intersection “()” The joint occurrence of E1 and E2
E.-NE.=E.E.

Mutually exclusive event Disjoint of E1 and E2.
E1E2 =@

Collectively exhaustive event

Union of all the events constitute the sample space



2.2.2 Mathematical Operations of Sets

Equality of sets

Two sets are equal if and only if both sets contain exactly
the same sample points

AUg=A 4ANg¢=¢  (2.1a)
AUA=A, ANA=A (2.1b
4US=S, 4NS=A (2.1c)

Complementary sets

EUE=S (2.2a) S
(®

(E)=E (2.2b)




Commutative rule

AUB=BUA
AB = BA

Associative rule

(AUB)UC=AU(BUC)
(4B)C = A(BC)

Distributive rule

(4UB)C = ACUBC

(4B)Uc = (AUC)(BUC)



De Morgan’s rule

EEUE2=E(E2= EiE2

— E1UE2U---UEn=EiE2---En (2.3a)
EiUE2U---lJEn=E1E2---En
- E1E2.--En=EiUE2U---UEn (2.3b)

Duality relation:
“The complement of unions and intersections is equal to the
Intersections and unions of the respective complements.”

AUBC= ANBC=ABUC)=ABUAC
(AUB)C =(AUB)UC =(AB)UC
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2.3.1 Addition Rule

Axioms of Probability
1) Event E in a sample space S
P(E)= O
2) For the certain event S
P(S) =1
3) Events Eand E are mutually exclusive
P(E, U E,))=P(E)+ P(E)
If E; and E are not mutually exclusive
P(E, U E)=P(E)+ P(E)—P(R E)
4) P(E) = 1- P(E)

(2.4)

(2.5)

(2.6)

(2.8)
(2.7)



Ex. 2.13
A: Definitely completed

B: Questionable
C: Definitely incomplete
1) Sample Space ?
2) Probabiiity of exactiy one job being compiett
What is P(EUE,) ?
E,: Job 1 definitely completed
E,0{AA, AB, AC}
E,: Job 2 definitely completed
E,0{AA, BA, CA}



2.3.2 Conditional Probability

Conditional Probability P(HE,):

Probability of an event assuming another event has occurred

_ P(EiE2)
P(E:|E2) = = (2.11)
P(E|E)=1-P(E|E) (2.12)

reconstituted sample space




Ex. 2.18

(a) Straight ahead =E
Turn right =B
Turn left =K

(b) PIE,) = 2.0P(E,), PI(E,) = 2.0P(Ey)
P(E )+(E,)+P(K)=1.0 = 4.0 P(E)+ 2.0P(E) + P(K)=1.0
P(E) = 1/7 = 0.1429
(c) P(E|E, UEy) =PIEN(E, UE;)) P(E, UE;)
=P(E)/ P(E UE;) =271 (2/7+1/7)
= 2/3 =0.6667



2.3.3 Multiplication Rule

P(EE,)=P(E|E) P(E), P(EE,)=P(E|E) P(R) (2.14)

E, and E are statistically independent
P(EIE)=P(E), P(EIE)=P(E) (2.13)
P(E,E»)= P(E,) P(E) (2.15]
Three Events
P(EEE5)= P(BE,|E) P(E)
P(EEE;)= P(E|EE;) P(E|E) P(E) (2.14a)

E,, E, and E are statistically independent.

P(EEEs)= P(R) P(&) P(K) (2.153)



Mutually exclusive

If the occurrence of one evanmtecludes the occurrencef
another event
> Addition rule

Statistically independent

If the occurrence of one everbes not affect the probabilityof
another evel

> Multiplication rule

EX. Toss a coin
- heads or tailsMutually exclusive

- first trial and second triaBtatistically independent



EX. 2.20 Failure of Foundation
B: Failure of Bearing Capacity P(B) = 0.001
S: by Excessive Settlement P(S) =0.008
P(BIS) = 0.1

a) Probability of failure of foundation

b) Probability of excessive settlement but no failure in bearing cgpacit



2.3.4 Theorem of Total Probabillity

E,, E,...E; mutually exclusive and collectively exhaustive events

ENE=®, EUE,U,.. UE,=S

=P(A|E)P(E)+ P(AIE)P(E)+....+ P(AIE)P(E) (2.19)
= Y P(AIE)P(E)




EX. 2.27
F: Failure S: StormT: Tornado H: Hit
P(F)=P(F |STH)P(STH )+ P(F |STH )P(STH)
+P(F | ST)P(ST)+P(F |ST )P(ST) P(ST) =g
P(STH) =P(H | ST)P(T |S)P(S)= 0.01875
P(STH) =P(H | ST)P(T |S)P(S)= 0.10625

'S:0.5 0.0

S:0.5| 505 | 01 |0.85

H :
0.15

T:075  T0.25



2.3.5 Bayes’ Theorem

Ei1, BE2,...En: mutually exclusive and collectively exhaustive events

P(AE;) =P(A|E;) P(E;) E E,
P(EA) =P(E |A)P(A) A
P(E, [A)P(A)=P(A|E;) P(E,) \
P(E |A) = P(A|PE(i'Z\)P(E) (2.20) | Reverse or Inverse
Probability
_ P(AIE)P(E)
= Z PAIE)PE) (2.20a)




Ex. 2.30

G: Good-Quality P(G)=0.8 P(G¥ 0.
T: Sample pass the test P(T|G)=09 P(T|& C
Sample passed the test. Knowing the fact, G G

T )

P(G) : Prior Probability, P(G|T): Posterior Probability

Bayes’ theorem is useful to for revising or updatine calculated probability
as more data and information becomes availablgig&lan Updating]
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Break: Birthday Paradox
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