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Input Dependent Estimation
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CV is very general and useful.
Its unbiasedness holds with respect to 
both input points and output noise.
However, input points are known.
Is it possible to have an unbiased 
estimator of the generalization error 
only with respect to the noise?
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is known. 

Linear model:

Regularization learning:
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(accessible)

(constant: ignored)

(to be estimated)
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Suppose we have              such that
(i) ( and are irrelevant)
(ii)

However, such              are not available 
in practice, so we use approximations.

:Expectation over noise

Estimation of Generalization ErrorEstimation of Generalization Error
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(i)

satisfies

Estimation of Generalization Error
(cont.)

Estimation of Generalization Error
(cont.)
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(Central limit theorem)
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(ii)

satisfies

Estimation of Generalization Error
(cont.)

Estimation of Generalization Error
(cont.)
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Bias：



182Model ComparisonModel Comparison
A purpose of estimating generalization 
error is model selection. 
We want to know whether     can 
distinguish good models from poor ones.
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Difference in     :
Difference in     :

If , better model 
can be selected on average.

Model ComparisonModel Comparison
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However, checking the sign is not easy, 
so we simplify the criterion.

“Good” if

Model ComparisonModel Comparison
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Difference in the bias     :

Effective in model comparison:

Asymptotically effective in model 
comparison:
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is
Effective in model comparison

(if           is realizable) 
Asymptotically effective in model 
comparison (o.w.)
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July 11th : regular lecture
(active learning)
workshop registration

July 18th : no class
July 25th : mini-workshop


