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ReviewsReviews

Linear models / kernel models:

Least-squares learning:
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Today’s PlanToday’s Plan

Justification of LS for linear models:
Realizable cases
Unrealizable cases
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RealizabilityRealizability

Realizable: Learning target function          
can be expressed by the model, i.e., there 
exists a parameter vector                          
such that

Unrealizable:          is not realizable
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Justification in Realizable CasesJustification in Realizable Cases

In realizable cases, generalization error 
is expressed as
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Bias/Variance DecompositionBias/Variance Decomposition

Expected generalization error:

Variance Bias

:Expectation over noise

Bias

Variance
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UnbiasednessUnbiasedness

When          is realizable,          is an 
unbiased estimator:

Proof: In realizable cases, 

Then
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Best Linear Unbiased EstimatorBest Linear Unbiased Estimator

is the best linear unbiased estimator 
(BLUE, a linear estimator which has the 
smallest variance among all linear 
unbiased estimators)

Proof: Homework!



32Justification of LS
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Justification of LS
(Unrealizable Cases)

Decomposition:
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Generalization Error DecompositionGeneralization Error Decomposition
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Bias/Variance DecompositionBias/Variance Decomposition

Variance Bias Model
error
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Asymptotic UnbiasednessAsymptotic Unbiasedness

Assume                     .
Then         is an asymptotically unbiased 
estimator of the optimal parameter       .
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ProofProof

(Law of large numbers)
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EfficiencyEfficiency

The Cramér-Rao lower bound: Lower bound 
of the variance of all (possibly non-linear) 
unbiased estimators.
Efficient estimator: An unbiased estimator 
whose variance attains Cramér-Rao bound.
For linear model with LS and                          , 
Cramér-Rao bound is



38Asymptotic EfficiencyAsymptotic Efficiency
Asymptotically efficient estimator: An 
unbiased estimator which asymptotically 
attains Cramér-Rao’s lower bound.
When                          and                      ,     
LS estimator is asymptotically efficient.
Proof: LS estimator is asymptotically 
unbiased and

which is Cramér-Rao’s lower bound.
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HomeworkHomework

Prove         is BLUE in realizable cases, i.e.,

Hints:
All linear unbiased estimator          satisfies

Therefore,
By assumptions, noise satisfies


