
1 Linear Ordinary Differential Equations

Preliminaries: Matrix Norms. Denote by Mn(R) the set
of n × n matrix with real components, which can be identified
the vector space Rn2

. In particular, the Euclidean norm of Rn2

induces a norm

(1.1) |X|E =

√
tr(tXX) =

√√√√
n∑

i,j=1

x2
ij

on Mn(R). On the other hand, we let

(1.2) |X|M := sup

{ |Xv|
|v| ; v ∈ Rn \ {0}

}
,

where | · | denotes the Euclidean norm of Rn.

Lemma 1.1. (1) The map X 7→ |X|M is a norm of Mn(R).

(2) For X, Y ∈ Mn(R), it holds that |XY |M ≦ |X|M |Y |M.

(3) Let λ = λ(X) be the maximum eigenvalue of semi-positive
definite symmetric matrix tXX. Then |X|M =

√
λ holds.

(4) (1/
√
n)|X|E ≦ |X|M ≦ |X|E.

(5) The map | · |M : Mn(R) → R is continuous with respect to
the Euclidean norm.
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Proof. Since |Xv|/|v| is invariant under scalar multiplications
to v, we have |X|M = sup{|Xv| ; v ∈ Sn−1}, where Sn−1 is the
unit sphere in Rn. Since Sn−1 ∋ x 7→ |Ax| ∈ R is a continuous
function defined on a compact space, it takes the maximum.
Thus, the right-hand side of (1.2) is well-defined. It is easy to
verify that | · |M satisfies the axiom of the norm.

Since A := tXX is positive semi-definite, the eigenvalues
λj (j = 1, . . . , n) are non-negative real numbers. In particular,
there exists an orthonormal basis [aj ] of Rn satisfying Aaj =
λjaj (j = 1, . . . , n). Let λ be the maximum eigenvalues of A,
and write v = v1a1 + · · ·+ vnan. Then it holds that

⟨Xv, Xv⟩ = λ1v
2
1 + · · ·+ λnv

2
n ≦ λ ⟨v,v⟩ ,

where ⟨ , ⟩ is the Euclidean inner product of Rn. The equality of
this inequality holds if and only if v is the λ-eigenvector, proving
(3). Noticing the norm (1.1) is invariant under conjugations
X 7→ tPXP (P ∈ O(n)), we obtain |X|E =

√
λ2
1 + · · ·+ λ2

n by
diagonalizing tXX by an orthogonal matrix P . Then we obtain
(4). Hence two norms | · |E and | · |M induce the same topology
as Mn(R). In particular, we have (5).

Preliminaries: Matrix-valued Functions.

Lemma 1.2. Let X and Y be C∞-maps defined on a domain
U ⊂ Rm into Mn(R). Then

(1)
∂

∂uj
(XY ) =

∂X

∂uj
Y +X

∂Y

∂uj
,
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(2)
∂

∂uj
detX = tr

(
X̃

∂X

∂uj

)
, and

(3)
∂

∂uj
X−1 = −X−1 ∂X

∂uj
X−1,

where X̃ is the cofactor matrix of X, and we assume in (3) that
X is a regular matrix.

Proposition 1.3. Assume two C∞ matrix-valued functions X(t)
and Ω(t) satisfy

(1.3)
dX(t)

dt
= X(t)Ω(t), X(t0) = X0.

Then

(1.4) detX(t) = (detX0) exp

∫ t

t0

trΩ(τ) dτ

holds. In particular, if X0 ∈ GL(n,R),1 then X(t) ∈ GL(n,R)
for all t.

Proof. By (2) of Lemma 1.2, we have

d

dt
detX(t) = tr

(
X̃(t)

dX(t)

dt

)
= tr

(
X̃(t)X(t)Ω(t)

)

= tr
(
detX(t)Ω(t)

)
= detX(t) trΩ(t).

1GL(n,R) = {A ∈ Mn(R) ; detA ̸= 0}: the general linear group.
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Here, we used the relation X̃X = XX̃ = (detX) id2. Hence
d
dt

(
ρ(t)−1 detX(t)

)
= 0, where ρ(t) is the right-hand side of

(1.4).

Proposition 1.4. Assume Ω(t) in (1.3) is skew-symmetric for
all t, that is, tΩ + Ω is identically O. If X0 ∈ O(n) (resp.
X0 ∈ SO(n))3, X(t) ∈ O(n) (resp. X(t) ∈ SO(n)) for all t.

Proof. By (1) in Lemma 1.2,

d

dt
(XtX) =

dX

dt
tX +X

t(
dX

dt

)

= XΩtX +XtΩtX = X(Ω + tΩ)tX = O.

Hence XtX is constant, that is, if X0 ∈ O(n),

X(t)
t
X(t) = X(t0)

t
X(t0) = X0

tX0 = id .

If X0 ∈ O(n), this proves the first case of the proposition. Since
detA = ±1 when A ∈ O(n), the second case follows by conti-
nuity of detX(t).

Preliminaries: Norms of Matrix-Valued functions. Let
I = [a, b] be a closed interval, and denote by C0(I,Mn(R))
the set of continuous functions X : I → Mn(R). For any fixed
number k, we define

(1.5) ||X||I,k := sup
{
e−kt|X(t)|M ; t ∈ I

}

2In this lecture, id denotes the identity matrix.
3O(n) = {A ∈ Mn(R) ; tAA = AtA = id}: the orthogonal group;

SO(n) = {A ∈ O(n) ; detA = 1}: the special orthogonal group.
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for X ∈ C0(I,Mn(R)). When k = 0, || · ||I,0 is the uniform norm
for continuous functions, which is complete. Similarly, one can
prove the following in the same way:

Lemma 1.5. The norm || · ||I,k on C0(I,Mn(R)) is complete.

Linear Ordinary Differential Equations. We prove the
fundamental theorem for linear ordinary differential equations.

Proposition 1.6. Let Ω(t) be a C∞-function valued in Mn(R)
defined on an interval I. Then for each t0 ∈ I, there exists the
unique matrix-valued C∞-function X(t) = Xt0,id(t) such that

(1.6)
dX(t)

dt
= X(t)Ω(t), X(t0) = id .

Proof. Uniqueness: Assume X(t) and Y (t) satisfy (1.6). Then

Y (t)−X(t) =

∫ t

t0

(
Y ′(τ)−X ′(τ)

)
dτ

=

∫ t

t0

(
Y (τ)−X(τ)

)
Ω(τ) dτ

(
′ =

d

dt

)

holds. Hence for an arbitrary closed interval J ⊂ I,

|Y (t)−X(t)|M ≦
∣∣∣∣
∫ t

t0

∣∣(Y (τ)−X(τ)
)
Ω(τ)

∣∣
M
dτ

∣∣∣∣

≦
∣∣∣∣
∫ t

t0

|Y (τ)−X(τ)|M |Ω(τ)|M dτ

∣∣∣∣
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=

∣∣∣∣
∫ t

t0

e−kτ |Y (τ)−X(τ)|M ekτ |Ω(τ)|M dτ

∣∣∣∣

≦ ||Y −X||J,k sup
J

|Ω|M
∣∣∣∣
∫ t

t0

ekτ dτ

∣∣∣∣

= ||Y −X||J,k
supJ |Ω|M

|k| ekt
∣∣∣1− e−k(t−t0)

∣∣∣

≦ ||Y −X||J,k sup
J

|Ω|M
ekt

|k|

holds for t ∈ J . Thus, for an appropriate choice of k ∈ R, it
holds that

||Y −X||J,k ≦ 1

2
||Y −X||J,k,

that is, ||Y −X||J,k = 0, proving Y (t) = X(t) for t ∈ J . Since
J is arbitrary, Y = X holds on I.
Existence: Let J := [t0, a] ⊂ I be a closed interval, and define a
sequence {Xj} of matrix-valued functions defined on I satisfying
X0(t) = id and

(1.7) Xj+1(t) = id+

∫ t

t0

Xj(τ)Ω(τ) dτ (j = 0, 1, 2, . . . ).

Let k := 2 supJ |Ω|M. Then

|Xj+1(t)−Xj(t)|M ≦
∫ t

t0

|Xj(τ)−Xj−1(τ)|M|Ω(τ)|M dτ

≦ ek(t−t0)

|k| sup
J

|Ω|M||Xj −Xj−1||J,k
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for an appropriate choice of k ∈ R, and hence ||Xj+1−Xj ||J,k ≦
1
2 ||Xj −Xj−1||J,k, that is, {Xj} is a Cauchy sequence with re-
spect to || · ||J,k. Thus, by completeness (Lemma 1.5), it con-
verges to someX ∈ C0(J,Mn(R)). By (1.7), the limitX satisfies

X(t0) = id, X(t) = id+

∫ t

t0

X(τ)Ω(τ) dτ.

Applying the fundamental theorem of calculus, we can see that
X satisfies X ′(t) = X(t)Ω(t) (′ = d/dt). Since J can be taken
arbitrarily, existence of the solution on I is proven.

Finally, we shall prove that X is of class C∞. Since X ′(t) =
X(t)Ω(t), the derivative X ′ of X is continuous. Hence X is of
class C1, and so is X(t)Ω(t). Thus we have that X ′(t) is of class
C1, and then X is of class C2. Iterating this argument, we can
prove that X(t) is of class Cr for arbitrary r.

Corollary 1.7. Let Ω(t) be a matrix-valued C∞-function de-
fined on an interval I. Then for each t0 ∈ I and X0 ∈ Mn(R),
there exists the unique matrix-valued C∞-function Xt0,X0

(t) de-
fined on I such that

(1.8)
dX(t)

dt
= X(t)Ω(t), X(t0) = X0

(
X(t) := Xt0,X0(t)

)

In particular, Xt0,X0(t) is of class C∞ in X0 and t.

Proof. We rewrite X(t) in Proposition 1.6 as Y (t) = Xt0,id(t).
Then the function

(1.9) X(t) := X0Y (t) = X0Xt0,id(t),
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is desired one. Conversely, assume X(t) satisfies the conclusion.
Noticing Y (t) is a regular matrix for all t because of Proposi-
tion 1.3,

W (t) := X(t)Y (t)−1

satisfies

dW

dt
=

dX

dt
Y −1 −XY −1 dY

dt
Y −1

= XΩY −1 −XY −1Y ΩY −1 = O.

Hence
W (t) = W (t0) = X(t0)Y (t0)

−1 = X0.

Hence the uniqueness is obtained. The final part is obvious by
the expression (1.9).

Proposition 1.8. Let Ω(t) and B(t) be matrix-valued C∞-
functions defined on I. Then for each t0 ∈ I and X0 ∈ Mn(R),
there exists the unique matrix-valued C∞-function defined on I
satisfying

(1.10)
dX(t)

dt
= X(t)Ω(t) +B(t), X(t0) = X0.

Proof. Rewrite X in Proposition 1.6 as Y := Xt0,id. Then

(1.11) X(t) =

(
X0 +

∫ t

t0

B(τ)Y −1(τ) dτ

)
Y (t)

satisfies (1.10). Conversely, if X satisfies (1.10), W := XY −1

satisfies

X ′ = W ′Y +WY ′ = W ′Y +WYΩ, XΩ +B = WYΩ +B,
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and then we have W ′ = BY −1. Since W (t0) = X0,

W = X0 +

∫ t

t0

B(τ)Y −1(τ) dτ.

Thus we obtain (1.11).

Theorem 1.9. Let I and U be an interval and a domain in Rm,
respectively, and let Ω(t,α) and B(t,α) be matrix-valued C∞-
functions defined on I × U (α = (α1, . . . , αm)). Then for each
t0 ∈ I, α ∈ U and X0 ∈ Mn(R), there exists the unique matrix-
valued C∞-function X(t) = Xt0,X0,α(t) defined on I such that

(1.12)
dX(t)

dt
= X(t)Ω(t,α) +B(t,α), X(t0) = X0.

Moreover,

I × I ×Mn(R)× U ∋ (t, t0, X0,α) 7→ Xt0,X0,α(t) ∈ Mn(R)

is a C∞-map.

Proof. Let Ω̃(t, α̃) := Ω(t + t0,α) and B̃(t, α̃) = B(t + t0,α),

and let X̃(t) := X(t+ t0). Then (1.12) is equivalent to

(1.13)
dX̃(t)

dt
= X̃(t)Ω̃(t, α̃) + B̃(t, α̃), X̃(0) = X0,

where α̃ := (t0, α1, . . . , αm). There exists the unique solution

X̃(t) = X̃id,X0,α̃(t) of (1.13) for each α̃ because of Proposi-
tion 1.8. So it is sufficient to show differentiability with respect
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to the parameter α̃. We set Z = Z(t) the unique solution of

(1.14)
dZ

dt
= ZΩ̃ + X̃

∂Ω̃

∂αj
+

∂B̃

∂αj
, Z(0) = O.

Then it holds that Z = ∂X̃/∂αj (Problem 1-1). In particular,
by the proof of Proposition 1.8, it holds that

Z=
∂X̃

∂αj
=

(∫ t

0

(
X̃(τ)

∂Ω̃(τ, α̃)

∂αj
+

∂B̃(τ, α̃)

∂αj

)
Y −1(τ)dτ

)
Y (t).

Here, Y (t) is the unique matrix-valued C∞-function satisfying

Y ′(t) = Y (t)Ω̃(t, α̃), and Y (0) = id. Hence X̃ is a C∞-function
in (t, α̃).

Fundamental Theorem for Space Curves. As an appli-
cation, we prove the fundamental theorem for space curves. A
C∞-map γ : I → R3 defined on an interval I ⊂ R into R3 is
said to be a regular curve if γ̇ ̸= 0 holds on I. For a regular
curve γ(t), there exists a parameter change t = t(s) such that
γ̃(s) := γ(t(s)) satisfies |γ̃′(s)| = 1. Such a parameter s is called
the arc-length parameter.

Let γ(s) be a regular curve in R3 parametrized by the arc-
length satisfying γ′′(s) ̸= 0 for all s. Then

e(s) := γ′(s), n(s) :=
γ′′(s)
|γ′′(s)| , b(s) := e(s)× n(s)

forms a positively oriented orthonormal basis {e,n, b} of R3 for
each s. Regarding each vector as column vector, we have the
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matrix-valued function

(1.15) F(s) := (e(s),n(s), b(s)) ∈ SO(3).

in s, which is called the Frenet frame associated to the curve γ.
Under the situation above, we set

κ(s) := |γ′′(s)| > 0, τ(s) := −
⟨
b′(s),n(s)

⟩
,

which are called the curvature and torsion, respectively, of γ.
Using these quantities, the Frenet frame satisfies

(1.16)
dF
ds

= FΩ, Ω =



0 −κ 0
κ 0 −τ
0 τ 0


 .

Proposition 1.10. The curvature and the torsion are invariant
under the transformation x 7→ Ax + b of R3 (A ∈ SO(3), b ∈
R3). Conversely, two curves γ1(s), γ2(s) parametrized by arc-
length parameter have common curvature and torsion, there
exist A ∈ SO(3) and b ∈ R3 such that γ2 = Aγ1 + b.

Proof. Let κ, τ and F1 be the curvature, torsion and the Frenet
frame of γ1, respectively. Then the Frenet frame of γ2 = Aγ1+b
(A ∈ SO(3), b ∈ R3) is F2 = AF1. Hence both F1 and F2 satisfy
(1.16), and then γ1 and γ2 have common curvature and torsion.

Conversely, assume γ1 and γ2 have common curvature and
torsion. Then the frenet frame F1, F2 both satisfy (1.16). Let
F be the unique solution of (1.16) with F(t0) = id. Then by
the proof of Corollary 1.7, we have Fj(t) = Fj(t0)F(t) (j =
1, 2). In particular, since Fj ∈ SO(3), F2(t) = AF1(t) (A :=
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F2(t0)F1(t0)
−1 ∈ SO(3)). Comparing the first column of these,

γ′
2(s) = Aγ′

1(t) holds. Integrating this, the conclusion follows.

Theorem 1.11 (The fundamental theorem for space curves).
For given C∞-functions κ(s) and τ(s) defined on I such that
κ(s) > 0 on I. Then there exists a space curve γ(s) parametrized
by arc-length whose curvature and torsion are κ and τ , respec-
tively. Moreover, such a curve is unique up to transformation
x 7→ Ax+ b (A ∈ SO(3), b ∈ R3) of R3.

Proof. We have already shown the uniqueness in Proposition 1.10.
We shall prove the existence: Let Ω(s) be as in (1.16), and
F(s) the solution of (1.16) with F(s0) = id. Since Ω is skew-
symmetric, F(s) ∈ SO(3) by Proposition 1.4. Denoting the
column vectors of F by e, n, b, and let

γ(s) :=

∫ s

s0

e(σ) dσ.

Then F is the Frenet frame of γ, and κ, and τ are the curvature
and torsion of γ, respectively (Problem 1-2).

Exercises

1-1 Verify that Z in (1.14) coincides with ∂X̃/∂αj .

1-2 Complete the proof of Theorem 1.11.

1-3 Find an explicit expression of a space curve γ(s) parametrized
the arc-length s, whose curvature and torsion are a/(1+s2)
and b/(1 + s2), respectively, where a and b are constants.
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2 Integrability Conditions

Let U ⊂ Rm be a domain of (Rm;u1, . . . , um) and consider m-
tuple of n× n-matrix valued C∞-maps

(2.1) Ωj : Rm ⊃ U −→ Mn(R) (j = 1, . . . ,m).

In this section, we consider an initial value problem of a system
of linear partial differential equations

(2.2)
∂X

∂uj
= XΩj (j = 1, . . . ,m), X(P0) = X0,

where P0 = (u1
0, . . . , u

m
0 ) ∈ U is a fixed point, X is an n × n-

matrix valued unknown, andX0 ∈ Mn(R). The chain rule yields
the following:

Lemma 2.1. Let X : U → Mn(R) be a C∞-map satisfying
(2.2). Then for each smooth path γ : I → U defined on an in-
terval I ⊂ R, X̂ := X ◦ γ : I → Mn(R) satisfies the ordinary
differential equation

(2.3)
dX̂

dt
(t) = X̂(t)Ωγ(t)


Ωγ(t) :=

n∑

j=1

Ωj ◦ γ(t)
duj

dt
(t)




on I, where γ(t) =
(
u1(t), . . . , um(t)

)
.

Proposition 2.2. If a C∞-map X : U → Mn(R) defined on
a domain U ⊂ Rm satisfies (2.2) with X0 ∈ GL(n,R), then

25. June, 2019. (Revised: 02. July, 2018)
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X(P) ∈ GL(n,R) for all P ∈ U . In addition, if Ωj (j =
1, . . . ,m) are skew-symmetric and X0 ∈ SO(n), then X(P) ∈
SO(n) holds for all P ∈ U .

Proof. Since U is connected, there exists a continuous path
γ0 : [0, 1] → U such that γ0(0) = P0 and γ0(1) = P. By Whit-
ney’s approximation theorem (cf. Theorem 10.16 in [2-3]), there
exists a smooth path γ : [0, 1] → U joining P0 and P approxi-
mating γ0. Since X̂ := X ◦ γ satisfies (2.3) with X̂(0) = X0,
Proposition 1.3 yields that det X̂(1) ̸= 0 whenever detX0 ̸= 0.
The latter half follows from Proposition 1.4.

Proposition 2.3. If a matrix-valued C∞ function X : U →
GL(n,R) satisfies (2.2), it holds that

(2.4)
∂Ωj

∂uk
− ∂Ωk

∂uj
= ΩjΩk −ΩkΩj

for each (j, k) with 1 ≦ j < k ≦ m.

Proof. Differentiating (2.2) by uk, we have

∂2X

∂uk∂uj
=

∂X

∂uk
Ωj +X

∂Ωj

∂uk
= X

(
∂Ωj

∂uk
+ΩkΩj

)
.

On the other hand, switching the roles of j and k, we get

∂2X

∂uj∂uk
= X

(
∂Ωk

∂uj
+ΩjΩk

)
.

Since X is of class C∞, the left-hand sides of these equalities
coincide, and so are the right-hand sides. Since X ∈ GL(n,R),
the conclusion follows.
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The equality (2.4) is called the integrability condition or com-
patibility condition of (2.2).

Lemma 2.4. Let Ωj : U → Mn(R) (j = 1, . . . ,m) be C∞-maps
defined on a domain U ⊂ Rm which satisfy (2.4). Then for each
smooth map

σ : D ∋ (t, w) 7−→ σ(t, w) = (u1(t, w), . . . , um(t, w)) ∈ U

defined on a domain D ⊂ R2, it holds that

(2.5)
∂T

∂w
− ∂W

∂t
− TW +WT = 0,

where

(2.6) T :=
m∑

j=1

Ω̃j
∂uj

∂t
, W :=

m∑

j=1

Ω̃j
∂uj

∂w
(Ω̃j := Ωj ◦ σ).

Proof. By the chain rule, we have

∂T

∂w
=

m∑

j,k=1

∂Ωj

∂uk

∂uk

∂w

∂uj

∂t
+

m∑

j=1

Ω̃j
∂2uj

∂w∂t
,

∂W

∂t
=

m∑

j,k=1

∂Ωj

∂uk

∂uk

∂t

∂uj

∂w
+

m∑

j=1

Ω̃j
∂2uj

∂t∂w

=
m∑

j,k=1

∂Ωk

∂uj

∂uj

∂t

∂uk

∂w
+

m∑

j=1

Ω̃j
∂2uj

∂t∂w
.
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Hence

∂T

∂w
− ∂W

∂t
=

m∑

j,k=1

(
∂Ωj

∂uk
− ∂Ωk

∂uj

)
∂uk

∂w

∂uj

∂t

=
m∑

j,k=1

(
Ω̃jΩ̃k − Ω̃kΩ̃j

) ∂uk

∂w

∂uj

∂t

=




m∑

j=1

Ω̃j
∂uj

∂t



(

m∑

k=1

Ω̃k
∂uk

∂w

)
−
(

m∑

k=1

Ω̃k
∂uk

∂w

)


m∑

j=1

Ω̃j
∂uj

∂t




= TW −WT.

Integrability of linear systems. In this section, we shall
prove the following

Theorem 2.5. Let Ωj : U → Mn(R) (j = 1, . . . ,m) be C∞-
functions defined on a simply connected domain U ⊂ Rm sat-
isfying (2.4). Then for each P0 ∈ U and X0 ∈ Mn(R), there
exists the unique n× n-matrix valued function X : U → Mn(R)
satisfying (2.2). Moreover,

• if X0 ∈ GL(n,R), X(P) ∈ GL(n,R) holds on U ,

• if X0 ∈ SO(n) and Ωj (j = 1, . . . ,m) are skew-symmetric
matrices, X ∈ SO(n) holds on U .

Proof. The latter half is a direct conclusion of Proposition 2.2.
We show the existence of X: Take a smooth path γ : [0, 1] → U
joining P0 and P. Then by Theorem 1.9, there exists a unique
C∞-map X̂ : [0, 1] → Mn(R) satisfying (2.3) with initial condi-
tion X̂(0) = X0.
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We shall show that the value X̂(1) does not depend on choice
of paths joining P0 and P. To show this, choose another smooth
path γ̃ joining P0 and P. Since U is simply connected, there
exists a homotopy between γ and γ̃, that is, there exists a con-
tinuous map σ0 : [0, 1]× [0, 1] ∋ (t, w) 7→ σ(t, w) ∈ U satisfying

(2.7)
σ0(t, 0) = γ(t), σ0(t, 1) = γ̃(t),

σ0(0, w) = P0, σ0(1, w) = P.

Then, by Whitney’s approximation theorem (Theorem 10.16 in
[2-3]) again, there exists a smooth map σ : [0, 1] × [0, 1] → U
satisfying the same boundary conditions as (2.7). We set T and
W as in (2.6). For each fixed w ∈ [0, 1], there existsXw : [0, 1] →
Mn(R) such that

dXw

dt
(t) = Xw(t)T (t, w), Xw(0) = X0.

Since T (t, w) is smooth in t and w, the map

X̌ : [0, 1]× [0, 1] ∋ (t, w) 7→ Xw(t) ∈ Mn(R)

is a smooth map. To show that X̂(1) = X̌(1, 0) does not depend
on choice of paths, it is sufficient to show that

(2.8)
∂X̌

∂w
= X̌W

holds on [0, 1] × [0, 1]. In fact, by (2.7), W (1, w) = 0 for all
w ∈ [0, 1], and then (2.8) implies that X̌(1, w) is constant.
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We prove (2.8): By definition, it holds that

(2.9)
∂X̌

∂t
= X̌T, X̌(0, w) = X0

for each w ∈ [0, 1]. Hence by (2.5),

∂

∂t

∂X̌

∂w
=

∂2X̌

∂t∂w
=

∂2X̌

∂w∂t
=

∂

∂w
X̌T

=
∂X̌

∂w
T + X̌

∂T

∂w
=

∂X̌

∂w
T + X̌

(
∂W

∂t
+ TW −WT

)

=
∂X̌

∂w
T + X̌

∂W

∂t
+

∂X̌

∂t
W − X̌WT

=
∂

∂t

(
X̌W

)
+

(
∂X̌

∂w
− X̌W

)
T.

So, the function Yw(t) := ∂X̌/∂w − X̌W satisfies the ordinary
differential equation

dYw

dt
(t) = Yw(t)T (t, w), Yw(0) = O

holds for each w ∈ [0, 1]. Thus, by the uniqueness of the solu-
tion, Yw(t) = O holds on [0, 1]× [0, 1]. Hence we have (2.8).

Thus, X̂(1) depends only the end point P of the path. Hence
we can set X(P) := X̂(1) for each P ∈ U , and obtain a map
X : U → Mm(R). Finally we show thatX is the desired solution.
The initial condition X(P0) = X0 is obviously satisfied. On the
other hand, if we set

Z(δ) := X(u1, . . . , uj + δ, . . . , um)−X(u1, . . . , um),
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Z(δ) satisfies the equation (2.3) for the path γ(δ) := (u1, . . . , uj+
δ, . . . , um) with Z(0) = X(P). Since Ωγ = Ωj ,

∂X

∂uj
=

dZ

dδ
= ZΩj = XΩj ,

which completes the proof.

Application: Poincaré’s lemma.

Theorem 2.6 (Poincaré’s lemma). If a differential 1-form

ω =
m∑

j=1

αj(u
1, . . . , um) duj

defined on a simply connected domain U ⊂ Rm is closed, that is,
dω = 0 holds, then there exists a C∞-function f on U such that
df = ω. Such a function f is unique up to additive constants.

Proof. The assumption is equivalent to

(2.10)
∂αj

∂ui
− ∂αi

∂uj
= 0 (1 ≦ i < j ≦ m).

Consider a system of linear partial differential equations with
unknown ξ, a 1 × 1-matrix valued function (i.e. a real-valued
function), as

(2.11)
∂ξ

∂uj
= ξαj (j = 1, . . . ,m), ξ(u1

0, . . . , u
m
0 ) = 1.

Then it satisfies (2.4) because of (2.10). Hence by Theorem 2.5,
there exists a smooth function ξ(u1, . . . , um) satisfying (2.11).
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In particular, Proposition 1.3 yields ξ = det ξ never vanishes.
Here, ξ(u1

0, . . . , u
m
0 ) = 1 > 0 means that ξ > 0 holds on U .

Letting f := log ξ, we have the function f satisfying df = ω.
Next, we show the uniqueness: if two functions f and g

satisfy df = dg = ω, it holds that d(f − g) = 0. Hence by
connectivity of U , f − g must be constant.

Application: Conjugation of Harmonic functions. In
this paragraph, we identify R2 with the complex plane C. It
is well-known that a function

(2.12) f : U ∋ u+ i v 7−→ ξ(u, v) + i η(u, v) ∈ C (i =
√
−1)

defined on a domain U ⊂ C is holomorphic if and only if it sat-
isfies the following relation, called the Cauchy-Riemann equa-
tions:

(2.13)
∂ξ

∂u
=

∂η

∂v
,

∂ξ

∂v
= −∂η

∂u
.

Definition 2.7. A function f : U → R defined on a domain
U ⊂ R2 is said to be harmonic if it satisfies

∆f = fuu + fvv = 0.

The operator ∆ is called the Laplacian.

Proposition 2.8. If function f in (2.12) is holomorphic, ξ(u, v)
and η(u, v) are harmonic functions.

Proof. By (2.13), we have

ξuu = (ξu)u = (ηv)u = ηvu = ηuv = (ηu)v = (−ξv)v = −ξvv.
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Hence ∆ξ = 0. Similarly,

ηuu = (−ξv)u = −ξvu = −ξuv = −(ξu)v = −(ηv)v = −ηvv.

Thus ∆η = 0.

Theorem 2.9. Let U ⊂ C = R2 be a simply connected domain
and ξ(u, v) a C∞-function harmonic on U4. Then there exists
a C∞ harmonic function η on U such that ξ(u, v) + i η(u, v) is
holomorphic on U .

Proof. Let α := −ξv du+ ξu dv. Then by the assumption,

dα = (ξvv + ξuu) du ∧ dv = 0

holds, that is, α is a closed 1-form. Hence by simple connectivity
of U and the Poincaré’s lemma (Theorem 2.6), there exists a
function η such that dη = ηu du + ηv dv = α. Such a function
η satisfies (2.13) for given ξ. Hence ξ + i η is holomorphic in
u+ i v.

Definition 2.10. The harmonic function η in Theorem 2.9 is
called the conjugate harmonic function of ξ.

The fundamental theorem for Surfaces. Let p : U → R3

be a parametrization of a regular surface defined on a domain
U ⊂ R2. That is, p = p(u, v) is a C∞-map such that pu and
pv are linearly independent at each point on U . Then ν :=
(pu×pv)/|pu×pv| is the unit normal vector field to the surface.

4The theorem holds under the assumption of C2-differentiablity.
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The matrix-valued function F := (pu, pv, ν) : U → M3(R) is
called the Gauss frame of p. We set

(2.14)
ds2 := E du2 + 2F du dv +Gdv2,

II := Ldu2 + 2M dudv +N dv2,

where

E = pu · pu F = pu · pv G = pv · pv
L = puu · ν M = puv · ν N = pvv · ν.

We call ds2 (resp. II) the first (resp. second) fundamental form.
Note that linear independence of pu and pv implies

(2.15) E > 0, G > 0 and EG− F 2 > 0.

Set

(2.16)

Γ 1
11 :=

GEu − 2FFu + FEv

2(EG− F 2)
, Γ 2

11 :=
2EFu − EEv − FEu

2(EG− F 2)
,

Γ 1
12 = Γ 1

21 :=
GEv − FGu

2(EG− F 2)
, Γ 2

12 = Γ 2
21 :=

EGu − FEv

2(EG− F 2)
,

Γ 1
22 :=

2GFv −GGu − FGv

2(EG− F 2)
, Γ 2

22 :=
EGv − 2FFv + FGu

2(EG− F 2)
.

and

(2.17) A =

(
A1

1 A1
2

A2
1 A2

2

)
:=

(
E F
F G

)−1(
L M
M N

)
.

The functions Γ k
ij and the matrix A are called the Christoffel

symbols and the Weingarten matrix. We state the following the
fundamental theorem for surfaces, and give a proof (for a special
case) in the following section.
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Theorem 2.11 (The Fundamental Theorem for Surfaces). Let
p : U ∋ (u, v) 7→ p(u, v) ∈ R3 be a parametrization of a regular
surface defined on a domain U ⊂ R2. Then the Gauss frame
F := {pu, pv, ν} satisfies the equations

(2.18)
∂F
∂u

= FΩ,
∂F
∂v

= FΛ,

Ω :=



Γ 1
11 Γ 1

12 −A1
1

Γ 2
11 Γ 2

12 −A2
1

L M 0


 , Λ :=



Γ 1
21 Γ 1

22 −A1
2

Γ 2
21 Γ 2

22 −A2
2

M N 0


 ,

where Γ i
jk (i, j, k = 1, 2), Ak

l (k, l = 1, 2) and L, M , N are the
Christoffel symbols, the entries of the Weingarten matrix and
the entries of the second fundamental form, respectively.

Theorem 2.12. Let U ⊂ R2 be a simply connected domain, E,
F , G, L, M , N C∞-functions satisfying (2.15), and Γ k

ij, A
j
i the

functions defined by (2.16) and (2.17), respectively. If Ω and Λ
satisfies

(2.19) Ωv − Λu = ΩΛ− ΛΩ,

there exists a parameterization p : U → R3 of regular surface
whose fundamental forms are given by (2.14). Moreover, such a
surface is unique up to orientation preserving isometries of R3.
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Exercises

2-1 Let ξ(u, v) = log
√
u2 + v2 be a function defined on U =

R2 \ {(0, 0)}

(1) Show that ξ is harmonic on U .

(2) Find the conjugate harmonic function η of ξ on

V = R2 \ {(u, 0) |u ≦ 0} ⊂ U.

(3) Show that there exists no conjugate harmonic func-
tion of ξ defined on U .

2-2 Let θ = θ(u, v) be a smooth function on a domain U ⊂ R2

such that 0 < θ < π, and

ds2 := du2 + 2 cos θ du dv + dv2, II := 2 sin θ du dv.

Show that the condition (2.19) is equivalent to

θuv = sin θ.
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3 Flatness.

Riemannian manifolds. A Riemannian manifold (resp. pseudo
Riemannian manifold) is a pair (M, g) of a C∞-manifold M and
a Riemannian metric (resp. pseudo Riemannian metric) on M ,
that is, g is a collection {gP ; P ∈ M} of positive definite (resp.
non-degenerate) inner products on TPM such that, for each pair
of C∞-vector fields (X,Y ) on M , the map

M ∋ P 7−→ gP(XP, YP) ∈ R

is a C∞-function, where XP and YP are values of X and Y at
P, respectively.

Example 3.1 ((Pseudo) Euclidean spaces.). Let Rn
s be a pseudo

Euclidean vector space with inner product ⟨ , ⟩ of signature
(n − s, s). Identifying the tangent space TPRn

s of Rn
s itself by

translations, ⟨ , ⟩ gives a pseudo Riemannian metric of the man-
ifold Rn

s . Such a pseudo Riemannian manifold is called the
pseudo Euclidean space of signature (n − s, s). In particular,
Rn := Rn

0 , which is a Riemannian manifold, is called the Eu-
clidean space.

Example 3.2. Let M be a submanifold of the Euclidean space
Rn, that is, M is a subset of Rn and has a structure of C∞-
manifold such that the inclusion map ι : M → Rn is an immer-
sion. Then TPM is considered as a linear subspace of Rn(=
TPRn), and then the restriction of the inner product ⟨ , ⟩ of Rn

gives a Riemannian metric on M . Such a Riemannian metric is
called the induced metric.

02. July, 2019. Revised: 09. July, 2019
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Example 3.3 (Spheres). For positive real number k, a subset
Sn(k) := {x ∈ Rn+1 ; ⟨x,x⟩ = 1/k} is an n-dimensional C∞-
submanifold (hypersurface)5 of the Euclidean space Rn+1, called
the n-dimensional sphere of curvature6 k.

Example 3.4. A linear subspace L of Rn
s is said to be non-

degenerate if the restriction of the inner product ⟨ , ⟩ of Rn
s

to L is non-degenerate. A submanifold M ⊂ Rn
s is said to be

non-degenerate if TPM is a non-degenerate subspace of Rn
s for

each P ∈ M . In this case, the restriction of ⟨ , ⟩ on TPM is a
(non-degenerate) inner product of TPM .

Example 3.5 (Hyperbolic spaces.). For positive real number
k, a subset

Hn(−k) := {x ∈ Rn+1
1 ; ⟨x,x⟩ = −1/k, x0 > 0}

is a connected C∞-hypersurface of the Lorentz-Minkowski space
Rn+1

1 , where ⟨ , ⟩ is the inner product of signature (−,+, . . . ,+),

and x =
t
(x0, x1, . . . , xn). The tangent space TxH

n(−k) =
{v ∈ Rn+1

1 ; ⟨v,x⟩ = 0} = x⊥ is non-degenerate subspace in
Rn+1

1 and the restriction of ⟨ , ⟩ to TxH
n(−k) is positive defi-

nite. Thus, we obtain a Riemannian manifold Hn(−k), which
is called the hyperbolic space of curvature −k.

Geodesics. Let M ⊂ Rn+1
s be a non-degenerate submanifold

of dimension m. By non-degeneracy, the orthogonal decompo-

5An n-dimensional submanifold of (n+ 1)-dimensional manifold (i.e., a
submanifold of codimension one) is called a hypersurface.

6The word curvature is undefined at the moment.
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sition

(3.1) Rn+1
s = TPRn+1

s = TPM ⊕NP,
(
NP := (TPM)⊥

)

holds for each P ∈ M . Take a curve γ on M , that is, γ is a
C∞-map

γ : J ∋ t 7−→ γ(t) ∈ M ⊂ Rn+1
s

where J ⊂ R is an interval. From now on, by a word smooth,
we mean “of class C∞”.

Definition 3.6. Let γ : J → M ⊂ Rn+1
s be a smooth curve on

M . A smooth vector field on M along γ is a map

X : J ∋ t 7−→ X(t) ∈ Tγ(t)M ⊂ Rn+1
s

which is of class C∞ as a map from J to Rn+1
s .

Example 3.7. Let γ : J → M ⊂ Rn+1
s be a smooth curve.

Then

γ̇ : J ∋ t 7−→ γ̇(t) =
dγ

dt
(t) ∈ Tγ(t)M

is a smooth vector field along γ, called the velocity vector field
of the curve γ.

Definition 3.8. Let X be a smooth vector field along a smooth
curve γ on M . Then the vector field

∇
dt

X(t) := ∇γ̇(t)X(t) :=
[
Ẋ(t)

]T
∈ Tγ(t)M

of M along γ is called the covariant derivative of X along γ,
where [∗]T denotes the tangential component as in (3.1).
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Definition 3.9. The covariant derivative

(3.2)
∇
dt

γ̇(t) = ∇γ̇(t)γ̇(t) := [γ̈(t)]
T ∈ Tγ(t)M

of γ̇ along γ is called the acceleration of the curve γ.

Definition 3.10. A curve γ on a non-degenerate submanifold
M ⊂ Rn+1

s is called a geodesic if ∇γ̇ γ̇ vanishes identically.

Local and intrinsic expressions. Let M ⊂ Rn+1
s be a non-

degenerate submanifold and take a local coordinate neighbor-
hood (U ;u1, . . . , um) of M , where m = dimM . Then the inclu-
sion map ι : M → Rn+1

s induces an immersion

(3.3) f : U ∋ (u1, . . . , um) 7−→ f(u1, . . . , um) ∈ M ⊂ Rn+1
s ,

here we identify the coordinate neighborhood U ⊂ M with a
region of Rm. We call such an f a (local) parametrization of M .
Under this parametrization, the canonical basis {(∂/∂uj)P} of
TPM (in the abstract way) is identified with

{
∂f

∂u1
(P), . . . ,

∂f

∂um
(P)

}
⊂ TPM ⊂ Rn+1

s .

We set, for i, j = 1, . . . ,m,

(3.4) gij := g

(
∂

∂ui
,

∂

∂uj

)
=

⟨
∂f

∂ui
,
∂f

∂uj

⟩(
= gji

)

which is a component of the induced metric g := ⟨ , ⟩ |TPM with
respect to the canonical basis {∂/∂uj}. Since the induced metric
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is non-degenerate, the m × m-matrix (gij) is a regular matrix
at each point P ∈ M . In particular, when the induced metric
is positive definite, (gij) is positive definite. We denote by (gij)
the inverse matrix of (gij):

(3.5)

m∑

k=1

gikg
kj = δji =

{
1 (i = j)

0 (i ̸= j)

Then, as we have seen in Section 5 of “Advanced Topics in
Geometry A1, 2019” (the previous quarter), we have

Lemma 3.11. Let γ is a curve in U ⊂ M and express

γ(t) = f
(
u1(t), . . . , um(t)

)
,

where f : U → M is a local parametrization of M as in (3.3).

γ̇ =
m∑

j=1

duj

dt

∂f

∂uj
(3.6)

∇γ̇ γ̇ =
m∑

j=1


d2uj

dt2
+

m∑

k,l=1

Γ j
kl

duk

dt

dul

dt


 ∂f

∂uj
(3.7)

hold, where

(3.8) Γ k
ij =

1

2

m∑

l=1

gkl
(
∂gil
∂uj

+
∂glj
∂ui

− ∂gij
∂ul

)
.

The functions Γ k
ij of (3.8) are called the Christoffel symbols

with respect to the local coordinate system (u1, . . . , um).
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Christoffel symbols. By definition (3.8), the Christoffel sym-
bols Γ k

ij are functions defined on the coordinate neighborhood
U which are determined only by the coefficients (gij) of the
(pseudo) Riemannian metric. That is, the definition of Γ k

ij does
not require the knowledge of γ.

Proposition 3.12. Let M ⊂ Rn+1
s be a non-degenerate sub-

manifold with induced metric ⟨ , ⟩, and take a local coordinate
system (U ;u1, . . . , um) of M . We write parametrization of M
with respect to (uj) as (3.3). Then the Christoffel symbols Γ k

ij

with respect to (uj) satisfy

Γ k
ij = Γ k

ji(3.9)
⟨

∂2f

∂ui∂uj
,
∂f

∂ul

⟩
=

m∑

k=1

glkΓ
k
ij ,(3.10)

∂gij
∂ul

=
m∑

k=1

(
gkjΓ

k
il + gikΓ

k
jl

)
,(3.11)

where gij’s are the components of the induced metric defined in
(3.4).

Proof. The first equality (3.9) is obvious from the definition
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(3.8) and the symmetricity of (gij). Next, we prove (3.10). Since

⟨
∂2f

∂ui∂uj
,
∂f

∂ul

⟩
=

∂

∂ui

⟨
∂f

∂uj
,
∂f

∂ul

⟩
−
⟨

∂f

∂uj
,

∂2f

∂ui∂ul

⟩

=
∂gjl
∂ui

−
⟨

∂f

∂uj
,

∂2f

∂ul∂ui

⟩

=
∂glj
∂ui

− ∂

∂ul

⟨
∂f

∂uj
,
∂f

∂ui

⟩
+

⟨
∂2f

∂ul∂uj
,
∂f

∂ui

⟩

=
∂glj
∂ui

− ∂gji
∂ul

+

⟨
∂2f

∂uj∂ul
,
∂f

∂ui

⟩

=
∂glj
∂ui

− ∂gji
∂ul

+
∂

∂uj

⟨
∂f

∂ul
,
∂f

∂ui

⟩
−
⟨

∂f

∂ul
,

∂2f

∂uj∂ui

⟩

=
∂glj
∂ui

− ∂gij
∂ul

+
∂gli
∂uj

−
⟨

∂2f

∂ui∂uj
,
∂f

∂ul

⟩
,

we have

⟨
∂2f

∂ui∂uj
,
∂f

∂ul

⟩
=

1

2

(
∂glj
∂ui

+
∂gli
∂uj

− ∂gij
∂ul

)

=
1

2

m∑

p=1

δpl

(
∂gpj
∂ui

+
∂gpi
∂uj

− ∂gij
∂up

)

=
1

2

m∑

k,p=1

glpg
pk

(
∂gpj
∂ui

+
∂gpi
∂uj

− ∂gij
∂up

)
=

m∑

k=1

gklΓ
k
ij .
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Using this, we have

∂gij
∂ul

=
∂

∂ul

⟨
∂f

∂ui
,
∂f

∂uj

⟩
=

⟨
∂2f

∂ul∂ui
,
∂f

∂uj

⟩
+

⟨
∂f

∂ui
,

∂2f

∂ul∂uj

⟩

=
m∑

k=1

gkjΓ
k
li +

m∑

k=1

gikΓ
k
lj ,

proving (3.11).

Flatness. We shall prove the following:

Theorem 3.13. Let (M, g) be a Riemannian manifold of di-
mension m (resp. pseudo Riemannian manifold of signature
(m − s, s)), and (U ;u1, . . . , um) a local coordinate system. As-
sume there exists an immersion f : U → Rm (resp. Rm

s ) into
the Euclidean space (resp. the pseudo Euclidean space) with the
same dimension m as M whose induced metric is g. Then the
Christoffel symbols Γ k

ij with respect to the coordinate system (uj)
satisfy

(3.12)
∂Γ l

ij

∂uk
− ∂Γ l

ik

∂uj
+

m∑

p=1

(
Γ p
ijΓ

l
pk − Γ p

ikΓ
l
pj

)
= 0

holds for i, j, k, l = 1, . . . ,m. Conversely, when U is simply
connected and (3.12) holds, there exists an immersion f : U →
Rm (resp. Rm

s ) such that the induced metric by f coincides with
the metric g.
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Lemma 3.14. Let f : U → Rm (resp. Rm
s ) be an immersion of

a domain (U ;u1, . . . , um) ⊂ Rm, and set

F :=

(
∂f

∂u1
, . . . ,

∂f

∂um

)
: U → Mm(R).

Then F satisfies

(3.13)
∂F
∂uj

= FΩj , Ωj :=



Γ 1
1j . . . Γ 1

mj
...

. . .
...

Γm
1j . . . Γm

mj




for j = 1, . . . ,m, where Γ k
ij’s are the Christoffel symbols of the

induced metric with respect to the coordinate system (uj). More-
over, the Christoffel symbols satisfy (3.12).

Proof. Problem 3-1.

Lemma 3.15. Let A ∈ Mm(R) be a symmetric matrix such that
the quadratic form x 7→ txAx has a signature (s,m− s). Then
there exists a regular matrix P such that

tPJs,m−sP = A, Js,m−s =

(
− ids O
O idm−s

)
,

where idk is the k×k identity matrix and O’s are zero matrices.

Proof. By the assumptions, A has (m− s) positive eigenvalues
and s negative eigenvalues, and A can be diagonalized by an
orthogonal matrix Q:

A = tQ

(
Λ− O
O Λ+

)
Q,
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where Λ− := diag(−a21, . . . ,−a2s), Λ+ := diag(a2s+1, . . . , a
2
m)

and aj ’s (j = 1, . . . ,m) are non-zero real numbers. Let D :=
diag(a1, . . . , am) and P := DQ, we have the conclusion.

Proof of Theorem 3.13. The first assertion has been proved
in Lemma 3.14. We assume (3.12) holds for each i, j, k, l =
1, . . . ,m, and fix P0 ∈ U . We let A = (gij(P0)), which is a
symmetric matrix such that the corresponding quadratic form
is of signature (m− s, s). Then there exists a regular matrix P
as in Lemma 3.15. Then by Theorem 2.5, there exists F : U →
Mm(R) satisfying (3.13) with initial condition F(P0) = P . We
set

ω :=
m∑

j=1

f j du
j , where F = (f1, . . . ,fm).

Then by (3.9), we know that ω is a vector-valued closed one
form. Hence by Poincaré’s Lemma (Theorem 2.6), there exists
a C∞-function f : M → Rm

s such that df = ω, that is,

∂f

∂uj
= f j (j = 1, . . . ,m).

We shall prove that this f is the desired immersion, that is, our
goal is to prove

gij =
⟨
f i,f j

⟩
(i, j = 1, . . . ,m).

To do it, we set

κij := gij −
⟨
f i,f j

⟩
(i, j = 1, . . . ,m).
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So, by a choice of the initial condition, we have

(3.14) κij(P0) = 0 (i, j = 1, . . . ,m).

Then, by (3.13) and (3.11), it holds that

(3.15)
∂κij

∂ul
=

m∑

k=1

(
κikΓ

k
jl + κkjΓ

k
il

)
(i, j, l = 1, . . . ,m).

Let P ∈ U and take a path γ(t) (0 ≦ t ≦ 1) in U satisfying
γ(0) = P0 and γ(1) = P. Then the functions κ̃ij(t) satisfy a
system of ordinary differential equations

dκ̃ij

dt
=

m∑

l=1

m∑

k=1

(
κ̃ikΓ

k
jl ◦ γ + κ̃kjΓ

k
il ◦ γ

) dul

dt
(i, j = 1, . . . ,m),

where γ(t) = (u1(t), . . . , um(t)). Since κ̃ij(t) = 0 (i, j = 1, . . . ,m)
satisfy the equation with initial condition (3.14), uniqueness the-
orem implies that κ̃ij(1) = κij(P) = 0, proving the theorem.

Remark 3.16. As we see in the following section, the condition
(3.12) does not depend on choice of local coordinate systems.
We say a (pseudo) Riemmanian manifold (M, g) to be flat if
(3.12) holds on M .
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Exercises

3-1 Show Lemma 3.14.

3-2 Let M := R+ × R = {(u1, u2) ; u1 > 0}, and consider a
Riemannian metric g on M whose components are

g11 = 1, g12 = 0, g22 =
{
φ(u1)

}2
,

where φ : R+ → R+ is a smooth function.

• Find a function φ satisfying (3.12) and lim
t→0+

φ(t) = 0.

• Under the situation above, find f : U → R2 on an
appropriate domain U on M such that the induced
metric coincides with g.
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4 The Curvature Tensor.

Change of Coordinate Systems. Throughout this section,
we let (M, g) be a (pseudo) Riemannian m-manifold and take
a local coordinate system (U ;u1, . . . , um) on a neighborhood of
P ∈ U . Choose another coordinate system (V ;x1, . . . , xm) on a
neighborhood V of P. Then the coordinate change

(4.1) x = (x1, . . . , xm)

7→ u(x) = (u1(x1, . . . , xm), . . . , um(x1, . . . , xm))

is defined as a C∞-map between certain domains in Rm. Since
the transformation (4.1) is a diffeomorphism, the inverse

(4.2) u = (u1, . . . , um)

7→ x(u) = (x1(u1, . . . , um), . . . , xm(u1, . . . , um))

is also C∞. Thus, the Jacobian matrix

J :=




∂u1

∂x1
. . .

∂u1

∂xm

...
. . .

...
∂um

∂x1
. . .

∂um

∂xm




=

(
∂ui

∂xa

)

i,a=1,...,m

09. July, 2019. Revised: 16. July, 2019
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is invertible on each point of the domain of u(x), and the Jaco-
bian matrix of the inverse map x = x(u) is obtained as




∂x1

∂u1
. . .

∂x1

∂um

...
. . .

...
∂xm

∂u1
. . .

∂xm

∂um




=

(
∂xa

∂ui

)

a,i=1,...,m

= J−1,

where the inverse matrix of the right-hand side is evaluated at
u(x), that is,

(4.3)
m∑

i=1

∂xa

∂ui

∂ui

∂xb
= δab , and

m∑

a=1

∂ui

∂xa

∂xa

∂uj
= δij

hold, where δ denotes Kronecker’s delta.

Components of Vector fields and Differential forms. Let
X be a vector field on M . Then it can be expressed on coordi-
nate neighborhoods (U ;u) and (V ;x) as

X =

m∑

i=1

Xi ∂

∂ui
=

m∑

a=1

X̃a ∂

∂xa
.

Since

(4.4)
∂

∂ui
=

m∑

a=1

∂xa

∂ui

∂

∂xa
and

∂

∂xa
=

m∑

i=1

∂ui

∂xa

∂

∂ui
,
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we have the following transformation formula for the compo-
nents of X:

(4.5) X̃a =

m∑

i=1

∂xa

∂ui
Xi, Xi =

m∑

a=1

∂ui

∂xa
X̃a.

Thus,

Lemma 4.1. The components (gij) and (g̃ab) of the (pseudo)
Riemannian metric g with respect to the coordinates (u1, . . . , um)
and (x1, . . . , xm), respectively, are related as

(4.6) g̃ab =

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
gij .

Moreover, the inverse matrices (gij) and (g̃ab) of (gij) and (g̃ab),
respectively, satisfy

gij =
m∑

a,b=1

∂ui

∂xa

∂uj

∂xb
g̃ab.

Proof. By (4.4), we have

g̃ab := g

(
∂

∂xa
,

∂

∂xb

)
=

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
g

(
∂

∂ui
,

∂

∂uj

)

=

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
gij

proving the first assertion. The second assertion follows from
(4.3).
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Corollary 4.2. The Christoffel symbols Γ k
ij as in (3.8) with

respect to the coordinate system (u1, . . . , um) and the Christoffel

symbols Γ̃ c
ab with respect to (x1, . . . , xm) are related as

Γ̃ c
ab =

m∑

k=1

∂xc

∂uk


 ∂2uk

∂xa∂xb
+

m∑

i,j=1

∂ui

∂xa

∂uj

∂xb
Γ k
ij


 .

Proof. The definition (3.8) and Lemma 4.1 yields the conclusion
through a direct computation.

The following corollary is essentially a rephrasing of Theo-
rem 3.13. Namely the proof of the corollary gives an alternative
proof of Theorem 3.13.

Corollary 4.3. Let (M, g) be an m-dimensional (pseudo) Rie-
mannian manifold. Then, for each P, there exists a coordi-
nate neighborhood (U ;u1, . . . , um) of P such that the compo-
nents (gij) of the metric g satisfy gij = ±δij if and only if the

Christoffel symbols Γ̃ c
ab of any coordinate system (x1, . . . , xm)

satisfy (3.12).

Proof. Let (V ;x1, . . . , xm) be a coordinate system at P, and

denote the Christoffel symbol with respect to (xa) by Γ̃ c
ab. Con-

sider a system of partial differential equations

(4.7)
∂F
∂xa

= FΩa,

where Ωa’s are matrices defined by (3.13) for {Γ̃ c
ab} and F =

(v1, . . . ,vm). Then the integrability condition of (4.7) is equiv-

alent to (3.12) for the Christoffel symbols {Γ̃ c
ab} satisfies (3.12).
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That is, if {Γ̃ c
ab} satisfies (3.12), there exists a solution F (4.7)

with the initial value F(P) = F0. In addition, if F0 is a regular
matrix, F is valued in GL(m,R).

Moreover, noticing Γ̃ c
ab = Γ̃ c

ba, there exists a vector-valued
function u = u(x) such that

du =
m∑

a=1

vadx
a

because the right-hand side is a closed one form. Since F is
the Jacobian matrix of x 7→ u, which is valued in GL(m,R),
u = (u1, . . . , um) is a new coordinate system around P.

By Corollary 4.2, the Christoffel symbols with respect to
(u1, . . . , um) vanishes identically. This means that gij ’s are con-
stants because of (3.11). Since (gij) is a constant matrix, a
linear transformation of the coordinate system yields the con-
clusion.

The Curvature Tensor. Set
(4.8)

Rijkl :=

m∑

q=1

gql

(
∂Γ q

ki

∂uj
−

∂Γ q
kj

∂ui
+

m∑

p=1

(
Γ p
ikΓ

q
pj − Γ p

kjΓ
q
pi

))

for i, j, k, l = 1, . . . ,m, where Γ k
ij ’s are the Christoffel symbols.

Obviously, it holds that

Lemma 4.4. The (pseudo) Riemannian manifold (M, g) is flat
if and only if, for each point P ∈ M , there exists a coordinate
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system (uj) around P such that Rijkl (i, j, k, l = 1, . . . ,m) van-
ish identically.

Here, the condition “there exists a coordinate system” in
Lemma 4.4 can be replaced by “for any coordinate systems”,
because of the following lemma:

Lemma 4.5. Let (x1, . . . , xm) be another coordinate system,

and define R̃abcd by (4.8) replacing Γ with Γ̃ , u with x. Then

(4.9) R̃abcd =
m∑

i,j,k,l=1

∂ui

∂xa

∂uj

∂xb

∂uk

∂xc

∂ul

∂xd
Rijkl

holds for each a, b, c, d = 1, . . . ,m.

Proof. By tedious but simple computation, the conclusion fol-
lows.

The relation (4.9) looks similar to (4.6), where the metric
g is a notion which is independent of choice of coordinates. In
fact, by (4.5) and (4.3), we have

Corollary 4.6. Let x, y, z and w ∈ TPM and write them by

x =

m∑

i=1

xi

(
∂

∂ui

)

P

, y =

m∑

j=1

yj
(

∂

∂uj

)

P

z =
m∑

k=1

zk
(

∂

∂uk

)

P

, w =
m∑

l=1

wl

(
∂

∂ul

)

P

.
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Then

(4.10) R(x,y, z,w) :=
m∑

i,j,k,l=1

xiyjzkwlRijkl

does not depend on choice of coordinates.

Thus, we can define a 4-linear map

R : TPM × TPM × TPM × TPM −→ R,

and

R : X(M)× X(M)× X(M)× X(M) −→ C∞(M),

where C∞(M) is the commutative ring consists of C∞-functions
on M , and X(M) is the C∞(M)-module consists of smooth vec-
tor fields on M . In fact, for X, Y , Z, W , we define

R(X,Y, Z,W ) : M ∋ P 7→ R(XP, YP, ZP,WP) ∈ R.

Then R is C∞(M)-linear in each entry, namely, for X, Y , Z
,W ∈ X(M) and f ∈ C∞(M),

R(fX, Y, Z,W ) = R(X, fY, Z,W ) = R(X,Y, fZ,W )(4.11)

= R(X,Y, Z, fW ) = fR(X,Y, Z,W )

holds. We call this R the curvature tensor of (M, g). Theo-
rem 3.13 can be restated as following “coordinate free” form.

Corollary 4.7. The Riemannian manifold is flat if and only if
its curvature tensor vanishes identically.
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Covariant Derivatives. To define the curvature tensor in
the coordinate-free form, we introduce the notion of covariant
derivatives of vector fields.

For a vector field Y and tangent vector v ∈ TPM , we define

(4.12) ∇vY :=

m∑

j=1

[
m∑

k=1

vk

(
∂Y j

∂uk
+

m∑

l=1

Γ j
lkY

l

)](
∂

∂uj

)

P

,

where Y =
∑m

i=1 Y
i(∂/∂ui) and v =

∑m
i=1 v

i(∂/∂ui)P, and
Γ k
ij ’s are the Christoffel symbols defined in (3.8).

Proposition 4.8. Assume M is a (non-degenerate) subman-
ifold of the (pseudo) Euclidean space Rn+1

s , and take a vector
field X on M defined on a neighborhood of P ∈ M . Then

∇vX = [DvX]
T

holds, where DvX is a directional derivative of Rn+1
s -valued

function with respect to v, and [∗]T denotes the tangential com-
ponent of it, as in (3.1).

Proof. Let f = f(u1, . . . , um) be a parametrization of M with
respect to the local coordinate system (uj) and we let

[
∂2f

∂ui∂uj

]T
=

m∑

k=1

Gk
ij

∂f

∂uk
.

Then by (3.10) and (3.4), we have

m∑

k=1

gklG
k
ij =

m∑

k=1

gklΓ
k
ij .
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Since (gij) is a regular matrix, we have Gk
ij = Γ k

ij . In other
words,

(4.13)

[
∂2f

∂ui∂uj

]T
=

m∑

k=1

Γ k
ij

∂f

∂uk

holds. Thus, identifying ∂/∂uj with ∂f/∂uj , we have

[
D∂/∂ui

∂f

∂uj

]T
=

[
∂2f

∂ui∂uk

]T
=

m∑

k=1

Γ k
ij

∂f

∂uk
= ∇∂/∂ui

∂f

∂uj
.

Applying this, the conclusion follows.

Using covariant derivative, we obtain the bilinear

(4.14) ∇ : X(M)× X(M) ∋ (X,Y ) 7→ ∇XY ∈ X(M),

which is also called the covariant derivative, alternatively, the
Riemannian connection or the Levi-Civita connection.

Proposition 4.9. For each X, Y ∈ X(M) and f ∈ C∞(M),

∇fXY = f∇XY,(4.15)

∇XfY = (Xf)Y + f∇XY,(4.16)

∇XY −∇Y X = [X,Y ],(4.17)

Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ),(4.18)

where [ , ] denotes the Lie-bracket for vector fields.
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Proof. The first two assertions are direct conclusion of the def-
inition of ∇. The third assertion follows because Γ k

ij = Γ k
ji (cf.

(3.9)) The last assertion can be proved by

∂gij
∂ul

=

m∑

k=1

(
gkjΓ

k
il + gikΓ

k
jl

)
,

as seen in (3.11).

Proposition 4.10. For X, Y , Z and W ∈ X(M), it holds that

(4.19) R(X,Y, Z,W ) = g(∇X∇Y Z−∇Y ∇XZ−∇[X,Y ]Z,W ),

where R is the curvature tensor as in (4.10).

Proof. Denote the right-hand side of (4.19) by S(X,Y, Z,W ).
Then by Proposition 4.9, it holds that

(4.19a) S(fX, Y, Z,W ) = S(X, fY, Z,W ) = S(X,Y, fZ,W )

S(X,Y, Z, fW ) = fS(X,Y, Z,W ).

Then by (4.19a) it is sufficient to show the conclusion for

(4.20) X =
∂

∂ui
, Y =

∂

∂uj
, Z =

∂

∂uk
, W =

∂

∂ul
.
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In fact,

∇∂/∂uj

∂

∂ui
=

m∑

l=1

Γ l
ij

∂

∂uk
,

∇∂/∂uk∇∂/∂uj

∂

∂ui
=

m∑

l=1

[
∂Γ l

ij

∂uk

∂

∂ul
+ Γ l

ij∇∂/∂uk

∂

∂ul

]

=

[
∂Γ l

ij

∂uk
+ Γ p

ijΓ
l
pk

]
∂

∂ul
,

and

[
∂

∂ui
,

∂

∂uj

]
= 0

yield the conclusion.
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Exercises

4-1 Prove Corollary 4.2.

4-2 We consider a Riemannian metric g on a domain U ⊂ R2

with
g11 = g22 = e2σ, g12 = g21 = 0,

with respect to the canonical coordinate system (u1, u2),
where σ is a smooth function on U .

(1) Show that (U, g) is flat if and only if σ is a harmonic
function, that is, it satisfies

∂2σ

(∂u1)2
+

∂2σ

(∂u2)2
= 0.

(2) Compute Rijkl for

e2σ =
4

(1 + k(u2 + v2))2
,

where k is a constant and (u, v) = (u1, u2) is the
canonical coordinate system on R2.
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5 Sectional Curvature.

Throughout this section, we let (M, g) anm-dimensional (pseudo)
Riemannian manifold, and ∇ the covariant derivative defined in
(4.12).

Tensors. A correspondence S : M ∋ P 7→ SP of a point P
and a multi-linear map SP : (TPM)k → R is called a (k-th order
covariant) tensor field or a tensor on M . For such a tensor field
S trivially induces a map

(5.1) Ŝ :
(
X(M)

)p ∋ (X1, . . . , Xp) 7→ S(X1, . . . , Xp) ∈ F(M)

where X(M) is the set (C∞(M)-module) of C∞-vector fields of
M , and F(M) is the set of real-valued function on M . The
tensor field S is said to be smooth of class C∞ if S(X1, . . . , Xp)
as in (5.1) is of class C∞ for an arbitrary X1, . . . , Xp.

Example 5.1. The (pseudo) Riemannian metric g is a smooth
tensor field.

Example 5.2. A smooth 1-form on M is a smooth, first-order
covariant tensor field on M .

We denote by

(5.2) Γ (⊗pT ∗M) = Γ (T ∗M ⊗ · · · ⊗ T ∗M)

16. July, 2019. Revised: 23. July, 2019
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the set of p-th order covariant tensor fields on M . 7 The set
Γ (⊗pT ∗M) is a vector space over R. Moreover, for each S ∈
Γ (⊗pT ∗M) and f ∈ C∞(M), fS := (P 7→ f(P)SP) is also
an element of Γ (⊗pT ∗M). That is, Γ (⊗pT ∗M) is a C∞(M)-
module.

Lemma 5.3. Let S be a p-th covariant tensor field on M and
Ŝ : X(M)p → C∞(M) the map induced by S as in (5.1) Then
for an arbitrary f ∈ C∞(M), it holds that

(5.3) Ŝ(X1, . . . , fXj , . . . , Xp) = fŜ(X1, . . . , Xj , . . . , Xp),

where X1, . . . , Xp ∈ X(M).

Proof. For each P ∈ M ,

S(X1, . . . ,fXj , . . . , Xp)(P)

= SP

(
(X1)P, . . . , f(P)(Xj)P, . . . , (Xp)P

)

= f(P)SP

(
(X1)P, . . . , (Xj)P, . . . , (Xp)P

)

= (fS)(X1, . . . , Xp)(P).

Proposition 5.4. A multi-linear map Ŝ :
(
X(M)

)p → C∞(M)

is induced from a certain S ∈ Γ (⊗pT ∗M) as in (5.1) if Ŝ is
C∞(M)-multi-linear, that is, (5.3) holds for any f ∈ C∞(M)
and X1, . . . , Xp ∈ X(M).

7The symbol “⊗” in (5.2) means the tensor product. For example,
T ∗M ⊗ T ∗M is a tensor product of the cotangent bundles, which is a
certain vector bundle over M . The notion Γ (∗) means the set of sections of
the vector bundle “∗”. Anyway, we do not give a precise meaning of these
notations.
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Proof. Assume that (5.1) holds. We fix P ∈ M and take a local
coordinate system (U ;u1, . . . , um) of M around P. According
to this coordinate system, we set Xj =

∑m
l=1 ξ

l
j(∂/∂u

l) (j =

1, . . . , p), where ξlj ’s are C∞-functions on U . Then by (5.1),

Ŝ(X1, . . . , Xp) =
∑

ξi11 . . . ξipp Ŝ

(
∂

∂ui1
, . . . ,

∂

∂uip

)

holds, where the sum in the right-hand side is taken over ij =
1, . . . ,m (j = 1, . . . , p). This means the value of the left-hand
side at P is determined by ξilj (P), which depend only on (Xj)P.
Hence, for each v1, . . . ,vp ∈ TPM , we can define

SP(v1, . . . ,vp) := Ŝ(X1, . . . , Xm)(P),

where Xj is an arbitrary vector field on M such that Xj(P) =
vj . Then S : P 7→ SP is the desired one.

If Ŝ is induced from a tensor field S, we say that Ŝ itself is
a tensor field. From now on, we denote Ŝ in (5.1) by S for a
simplicity. Then, for each S ∈ Γ (⊗pT ∗M), the C∞-multi-linear
map

(5.4) S :
(
X(M)

)p −→ C∞(M)

is induced.
Taking a local coordinate system (U ;u1, . . . , um) on M , we

set

(5.5) Si1,...,ip := S

(
∂

∂ui1
, . . .

∂

∂uip

)
(i1, . . . , ip = 1, . . . ,m),
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which are called the components of S with respect to the local
coordinate system (uj). Let {Sa1,...,ap} be the components of S
with respect to another coordinate system (xa). Then it holds
that

(5.6) Sa1,...,ap =
m∑

i1,...,ip=1

∂ui1

∂xa1 . . .
∂uip

∂xap Si1,...,ip .

Proposition 5.5. Let S :
(
X(M)

)p → C∞(M) be a multi-linear
map, and set Si1,...,ip by (5.5). Then S is a tensor field on M
if and only if it satisfy (5.6) for an arbitrary coordinate change
(xa) 7→ (uj).

Proof. Problem 5-1.

The Curvature Tensor. Let ∇ be the covariant derivative
on (M, g), as defined in (4.12), which is considered as

∇ : X(M)× X(M) ∋ (X,Y ) 7−→ ∇XY ∈ X(M).

Remark 5.6. The tri-linear map

D :
(
X(M)

)3 ∋ (X,Y, Z) 7→ g(∇XY, Z) ∈ C∞(M)

is not a tensor field. In fact, (4.16) means that D(X, fY, Z) and
fD(X,Y, Z) may not coincide. But for a fixed Y ∈ X(M),

DY : X(M)× X(M) ∋ (X,Z) 7→ g(∇XY, Z) ∈ C∞(M)

is a tensor because of (4.15).
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As seen in the proof in Proposition 4.10, the 4-linear map

R :
(
X(M)

)4 → C∞(M) defined by

(5.7) R(X,Y, Z,W ) := g
(
∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z,W

)
,

where [X,Y ] denotes the Lie bracket of the vector fields, is a
tensor field, which we call the curvature tensor, or the Riemann-
Christoffel curvature tensor of (M, g).

Proposition 5.7. The curvature tensor R has the following
symmetricity:

(1) R(Y,X,Z,W ) = −R(X,Y, Z,W ).

(2) R(X,Y,W,Z) = −R(X,Y, Z,W ).

(3) R(X,Y, Z,W ) = R(Z,W,X, Y ).

(4) R(X,Y, Z,W ) +R(Y, Z,X,W ) +R(Z,X, Y,W ) = 0,

where X, Y , Z and W are vector fields.

Proof. The equality (1) follows from the property of the Lie
bracket [Y,X] = −[X,Y ]. The equality (4) can be proved by
the property (4.17) and the Jacobi identity

[
[X,Y ], Z

]
+
[
[Y, Z], X

]
+
[
[Z,X], Y

]
= 0

for the Lie bracket. The property (2) can be shown by applying
(4.18) and (4.17) (Problem 5-2). The property (3) follows from

MTH.B406; Sect. 5 (20190723) 54

(4), (1) and (2). In fact, summing up

R(X,Y, Z,W ) +R(Y, Z,X,W ) +R(Z,X, Y,W ) = 0,

R(Y, Z,W,X) +R(Z,W, Y,X) +R(W,Y,Z,X) = 0,

R(Z,W,X, Y ) +R(W,X,Z, Y ) +R(X,Z,W, Y ) = 0,

R(W,X, Y, Z) +R(X,Y,W,Z) +R(Y,W,X,Z) = 0,

(3) follows.

Proposition 5.8. Assume two tensors R1 and R2 ∈ Γ (⊗4T ∗M)
satisfy the symmetricity as in Proposition 5.7. If

R1(X,Y, Y,X) = R2(X,Y, Y,X)

holds for all X, Y ∈ X(M), then R1 = R2.

Proof. Expanding

R1(X + sZ, Y + tW, Y + tW,X + sZ)

= R2(X + sZ, Y + tW, Y + tW,X + sZ),

we have the conclusion from the coefficients of st.

Sectional Curvature.

Lemma 5.9. Let R be the curvature tensor of a (pseudo) Rie-
mannian manifold (M, g). Then, for each P ∈ M ,

R(v,w,w,v)

g(v,v)g(w,w)− g(v,w)2
(v,w ∈ TPM)
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depends only on the 2-dimensional subspace of TPM spanned by
{v,w} whenever

(5.8) g(v,v)g(w,w)− g(v,w)2 ̸= 0.

Proof. Set

(x,y) = (v,w)A,

where A ∈ GL(2,R). Then

R(x,y,y,x) = (detA)2R(v,w,w,v),

g(x,x)g(y,y)− g(x,y)2 = (detA)2
(
g(v,v)g(w,w)− g(v,w)2).

Hence the conclusion follows.

Remark 5.10. When g is positive definite (i.e., (M, g) is a Rie-
mannian manifold), (5.8) holds if and only if v and w are lin-
early independent. On the other hand, when g is indefinite, the
left-hand side of (5.8) may vanish even if v and w are linearly
independent. In this case, (5.8) holds if and only if Span{v,w}
is a non-degenerate subspace of TPM .

Definition 5.11. For a 2-dimensional non-degenerate subspace
ΠP ⊂ TPM , we set

K(ΠP) :=
R(v,w,w,v)

g(v,v)g(w,w)− g(v,w)2)
,

where {v,w} is a basis of ΠP. We call it the sectional curvature
at ΠP.
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Remark 5.12. The set of 2-dimensional subspaces on an n-dimen-
sional vector space V can be endowed with the structure of a
compact (2n − 4)-dimensional manifold, denoted by Gr2(V ),
which is called the 2-Grassmanian manifold over V . So, when
(M, g) is a Riemannian, the sectional curvature can be consid-
ered as a smooth map

K : Gr2(TM) :=
∪

P∈M

Gr2(TPM) → R.

Example 5.13. Let (M, g) be a 2-dimensional Riemannian
manifold. Since Gr2(TPM) consists of one point, the sectional
curvature K can be regarded as a function defined on M itself.
In this case, the sectional curvature is written as

K =
E(EvGv − 2FuGv +G2

u)

4(EG− F 2)2

+
F (EuGv − EvGu − 2EvFv − 2FuGu + 4FuFv)

4(EG− F 2)2

+
G(EuGu − 2EuFv + E2

v)

4(EG− F 2)2
− Evv − 2Fuv +Guu

2(EG− F 2)
,

where (u1, u2) = (u, v) is a local coordinate system and

E = g11, F = g12 = g21, G = g22.

Constant Sectional Curvature. A Riemannian manifold
(M, g) is said to be a space of constant sectional curvature if
K is constant everywhere.
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Proposition 5.14. A (pseudo) Riemannian manifold (M, g)
has constant sectional curvature k if and only if its curvature
tensor R satisfies

(5.9) R(X,Y, Z,W ) = k(g(X,W )g(Y, Z)− g(X,Z)g(Y,W )).

Proof. If R satisfies (5.9), K = k is constant obviously. Con-
versely, assume K = k is constant. Then (5.9) holds for Z = Y ,
W = X. Since the right-hand side has the symmetric property
as in Proposition 5.7, Proposition 5.8 yields (5.9).

Example 5.15. The curvature tensor of the Euclidean space Rn

vanishes identically, because R vanishes identically. The covari-
ant derivative of Rn is identified with the directional derivative
D. This means that

DXDY Z −DY DXZ −D[X,Y ]Z = O

holds for vector fields X, Y and Z.

Example 5.16. Let k > 0 and

Sn(k) :=

{
x ∈ Rn+1 ; ⟨x,x⟩ = 1

k

}
.

As seen in Example 3.3, this is an n-dimensional submanifold
of Rn+1, and then is a Riemannian manifold with the induced
metric from Rn+1.

We compute the sectional curvature Sn(k): The unit normal
vector of Sn(k) at x is n := x/

√
k. Then, regarding vector field

MTH.B406; Sect. 5 (20190723) 58

on Sn(k) as a vector field of Rn+1 along Sn(k), we have by
Proposition 4.8

∇Y Z = [DY Z]
T
= DY Z − 1√

k
⟨DY Z,x⟩x

= DY Z − 1√
k
Y ⟨Z,x⟩x+

1√
k
⟨Z,DY x⟩x

= DY Z − 1√
k
Y ⟨Z,x⟩x+

1√
k
⟨Z, Y ⟩x

= DY Z +
1√
k
⟨Z, Y ⟩x,

where we used the relation DY x = Y . Using this relation, we
can show that the curvature tensor R satisfy

R(X,Y, Z,W )

=
⟨
DXDY Z −DY DXZ −D[X,Y ]Z,W

⟩

+ k
(
g(X,W )g(Y, Z)− g(X,Z)g(Y, T )

)
.

Hence by Proposition 5.14, we obtain that the sectional curva-
ture of Sn(k) is k.

Example 5.17. Let k is a positive constant and

Hn(−k) :=

{
x ∈ Rn+1

1 ; ⟨x,x⟩ = −1

k
, x0 > 0

}
,

where x = (x0, . . . , xn). Then Hn(−k) is a space-like hyper-
surface in the Lorentz-Minkowski space Rn+1

1 , as seen in Exam-
ple 3.5, called the hyperbolic space. Since Hn(−k) is a space-like
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hypersurface, the induced metric gives a Riemannian metric,
and then Hn(−k) is a Riemannian manifold.

By the completely same method as in the previous example,
one can show that Hn(−k) has constant sectional curvature −k.
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Exercises

5-1 Prove Proposition 5.5.

5-2 Show (2) in Proposition 5.7.

5-3 Compute the sectional curvature of a Riemannian 2-manifold
(M, g) with

g11 = g22 =
4

(1 + k(u2 + v2))2
, g12 = g21 = 0,

where (u, v) = (u1, u2) is a local coordinate system.
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6 Spaces of Constant Sectional Curvature.

Orthonormal Frame and Connection Forms. Let (M, g)
be an orientable Riemannian m-manifold, and (U ;u1, . . . , um) a
local coordinate neighborhood.

Lemma 6.1. There exists a m-tuple of vector fields {e1, . . . , em}
on M which forms a positively-oriented orthonormal basis of
TPM for each P ∈ U .

Proof. The procedure of the Gram-Schmidt orthogonalization
works for the m-tuple of vector fields {∂/∂uj}mj=1 on U .

We call such a m-tuple {ej}mj=1 a positively-oriented or-
thonormal frame field, or a frame field for short, on U .

Lemma 6.2. Let {e1, . . . , em} be an orthonormal frame field
on U ⊂ M . Then there exist C∞-differential 1-forms ωj

i (i, j =
1, . . . ,m) satisfying

∇Xei =

m∑

j=1

ωj
i (X)ei (i = 1, . . . ,m),(6.1)

ωj
i = −ωi

j (i, j = 1, . . . ,m)(6.2)

for an arbitrary vector field X on U , where ∇ denotes the co-
variant derivative (4.12).

Proof. We set
ωj
i (X) := g (∇Xei, ej)

23. July, 2019.
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for X ∈ X(U). So by (4.15), ωj
i (fX) = fωj

i (X) holds for

f ∈ C∞(U). Hence ωj
i (X)(P) depends only on XP because

of Lemma 5.3. Then each ωj
i defines a 1-form on U . Smooth-

ness of ωj
i is obvious. Since {ej} is an orthonormal basis, (6.1)

follows.
Moreover, since g(ei, ej) = δij is constant for each i and j,

(4.18) implies

0 = Xg(ei, ej) = g (∇Xei, ej) + g (ei,∇Xej)

= g

(
m∑

k=1

ωk
i (X)ek, ej

)
+ g

(
ei,

m∑

k=1

ωk
j (X)ek

)

=
m∑

k=1

(
ωk
i (X)δkj + ωk

j (X)δik
)
= ωj

i (X) + ωi
j(X).

Hence (6.2) follows.

We call {ωj
i } in Lemma 6.2 the connection forms with re-

spect to the frame {ej}.
By (6.2),

(6.3) ω :=




ω1
1 . . . ω1

m
...

. . .
...

ωm
1 . . . ωm

m


 satisfies ω + tω = O,

in other words, ω is a skew-symmetric matrix-valued 1-form.

Gauge transformations and the Curvature Form. Let
{e1, . . . , em} and {f1, . . . ,fm} be two positively-oriented or-
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thonormal frames on U ⊂ M . Then there exists a smooth map
G = (Gij) : U → SO(m) such that8

(6.4) (e1, . . . , em) = (f1, . . . ,fm)G

=

(
m∑

a=1

G1afa, . . . ,
m∑

a=1

Gmafa

)
.

Let ω = (ωj
i ) (resp. ω̃ = (ω̃b

a)) be the connection forms with
respect to the orthonormal frame {ej} (resp. {fa}). The

Lemma 6.3. Under the situation above, it holds that

(6.5) ω̃ = G−1dG+G−1ωG.

Proof. By definition,

∇ (e1, . . . , em) = (e1, . . . , em)ω, and

∇ (f1, . . . ,fm) = (f1, . . . ,fm)ω̃

hold. Hence, by (4.16), it holds that

(f1, . . . ,fm)ω̃ = (e1, . . . , em)Gω̃

(f1, . . . ,fm)ω̃ = ∇
(
(e1, . . . , em)G

)

= (∇(e1, . . . , em))G+ (e1, . . . , em)dG

8As defined in Section 1, SO(m) = {A ∈ Mm(R) ; tAA = AtA =
id, detA = 1} denotes the special orthogonal group. A map G : U → SO(m)
is said to be smooth (of class C∞) if it is of class C∞ as a map into Mm(R),
the set of m×m-real matrices, which is identified with Rn2

.
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= (e1, . . . , em)ωG+ (e1, . . . , em)dG

= (e1, . . . , em) (ωG+ dG) ,

where ∇v means a 1-form X 7→ ∇Xv. Since e1, . . . , em are
linearly independent, the conclusion follows.

The formula (6.5) is called the Gauge transformation of the
connection forms.

Definition 6.4. The curvature form with respect to the frame
field {ej} is a skew-symmetric matrix-valued 2-form

(6.6) Ω := dω + ω ∧ ω =

(
dωj

i +
m∑

k=1

ωk
i ω

j
k

)

i,j=1,...,m

.

Lemma 6.5. Under the transformation as in (6.4), the cur-

vature form Ω and Ω̃ with respect to the frame field {ej} and
{fa}, respectively, satisfy

Ω̃ = G−1ΩG.

Proof. Problem 6-1.

Lemma 6.6. The curvature form Ω = (Ωj
i ) with respect to the

frame field {ej} satisfies

Ωj
i (X,Y ) = R(X,Y, ei, ej),

where R is the Riemann-Christoffel curvature tensor, and X, Y
are vector fields.
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Proof. Since {ej} is an orthonormal basis, it holds that

g(∇Xej , ek) = Xg(ej , ek)− g(ej ,∇Xek) = −g(ej ,∇Xek)

holds for j, k = 1, . . . ,m. Then we have

Ωj
i (X,Y ) = dωj

i (X,Y ) +

m∑

k=1

(
ωk
i (X)ωj

k(Y )− ωk
i (Y )ωj

k(Y )
)

=Xωj
i (Y )− Y ωj

i (X)− ωj
i ([X,Y ])

m∑

k=1

(
ωk
i (X)ωj

k(Y )− ωk
i (Y )ωj

k(Y )
)

=Xg(∇Y ei, ej)− Y g(∇Xei, ej)− g(∇[X,Y ]ei, ej)

+
m∑

k=1

(
g(∇Xei, ek)g(∇Y ek, ej)− g(∇Y ei, ek)g(∇Xek, ej)

)

=g(∇X∇Y ei, ej) + g(∇Y ei,∇Xej)

− g(∇Y ∇Xei, ej)− g(∇Xei,∇Y ej)− g(∇[X,Y ]ei, ej)

−
m∑

k=1

(
g(∇Xei, ek)g(ek,∇Y ej)− g(∇Y ei, ek)g(ek,∇Xej)

)

=R(X,Y, ei, ej),

where we used the relation
m∑

k=1

g(v, ek)g(w, ek) = g(v,w).

Space of Constant Sectional Curvature. The goal of this
lecture is to prove the following
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Theorem 6.7. Let U ⊂ Rm be a simply connected domain
and let g be a Riemannian metric on U with constant sectional
curvature k. Then there exists a local diffeomorphism

f : U −→ Mm(k)

such that the Riemannian metric g coincide with the metric on
U induced from Mm(k) by f , where

Mm(k) :=





Sm(k) (when k > 0, cf. Example 5.16),

Rm (when k = 0, the Euclidean m-space),

Hm(k) (when k < 0, cf. Example 5.17).

Remark 6.8. The theorem can be generalized for simply con-
nected Riemannian manifolds (M, g) of constant sectional cur-
vature. Moreover, one can show that f is injective. Hence, we
can say that a simply connected Riemannian m-manifold (M, g)
can be identified as a subset of Mm(k). In particular, if (M, g)
is complete, it coincides with Mm(k).

Proof of Theorem 6.7 (for the case k = 0): This is an al-
ternative proof of Theorem 3.13 in Section 3. Take an orthonor-
mal frame field {e1, . . . , em} on U , and let ω be the connection
form with respect to the basis. Fix a base point P0 ∈ U , and
consider the system of differential equations

(6.7)
∂F
∂uj

= Fωj , F(P0) = id (j = 1, . . . ,m),

where

(6.8) ωj := ω

(
∂

∂uj

)
.
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By Lemma 6.6, the assumption k = 0 implies

O =

(
R

(
∂

∂ui
,

∂

∂uj
, ek, el

))

k,l=1,...,m

= (dω + ω ∧ ω)

(
∂

∂ui
,

∂

∂uj

)
=

∂ωj

∂ui
− ∂ωi

∂uj
+ ωiωj − ωjωi.

Hence by Theorem 2.5, there exists a unique solution F of (6.7).
Moreover, since ωj is skew-symmetric because of (6.3), the so-
lution gives a smooth map F : U → SO(m). Decompose F into
the column vectors as F = (x1, . . . ,xn). Since F is an orthog-
onal matrix, {xj(P)} is an orthonormal basis at each P.

Define an Rm-valued 1-form

φ :=
m∑

i=1

(
m∑

k=1

gki xk

)
dui, gki = g

(
∂

∂ui
, ek

)
,

where {ej} is the orthonormal frame on U we took in the be-
ginning of the proof. Then φ is a closed on U . In fact, by (4.18)
and (4.17), we have

∂

∂uj

(
m∑

k=1

gki xk

)
=

m∑

k=1

(
∂

∂uj
g

(
∂

∂ui
, ek

)
+ gki xk

)

=
m∑

k=1

[(
g

(
∇ ∂

∂uj

∂

∂ui
, ek

)
+ g

(
∂

∂ui
,∇ ∂

∂uj
ek

))
xk + gki

∂xk

∂uj

]

=
m∑

k=1

g

(
∇ ∂

∂uj

∂

∂ui
, ek

)
xk +

m∑

k=1

g

(
∂

∂ui
,

m∑

l=1

ωl
k

(
∂

∂uj

)
el

)
xk
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+
m∑

k,l=1

gki ω
l
k

(
∂

∂uj

)
xl

=
m∑

k=1

[
g

(
∇ ∂

∂uj

∂

∂ui
, ek

)
+

m∑

l=1

(ωl
k + ωk

l )

(
∂

∂uj

)
gli+

]
xk

=
m∑

k=1

[
g

(
∇ ∂

∂uj

∂

∂ui
, ek

)]
xk,

∂

∂ui

(
m∑

k=1

gkjxk

)
=

m∑

k=1

[
g

(
∇ ∂

∂ui

∂

∂uj
, ek

)]
xk.

Hence by (4.17), we have

∂

∂uj

(
m∑

k=1

gki xk

)
=

∂

∂ui

(
m∑

k=1

gkjxk

)
,

that is, dφ = 0. Hence by Poincaré’s lemma, there exists
f : U → Rm satisfying df = φ. This f is desired one. To
show this, it is sufficient to show

(6.9) df(ej) = xj , (j = 1, . . . ,m).

In fact, if (6.9) holds,

g(ei, ej) = δij = ⟨xi,xj ,=⟩ ⟨df(ei), df(ej), , ⟩

and then the induced metric coincides with g. We show (6.9):

df(ej) = φ(ej) =
m∑

i=1

(
m∑

k=1

gki xk

)
dui(ej)
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=
m∑

i,k=1

g

(
∂

∂ui
, ek

)
dui(ej)xk

=
m∑

k=1

g

(
m∑

i=1

dui(ej)
∂

∂ui
, ek

)
xk =

m∑

k=1

g(ej , ek)xk = xj .

Here, we used the formula

m∑

i=1

dui(v)
∂

∂ui
= v.

Proof of Theorem 6.7 (for the case k > 0): Since k > 0,
there exists a real number c such that k = c2. Taking the
orthonormal frame field (e1, . . . , em) on U , we set

(6.10) ω̂j :=

(
0 −ctgj

cgj ωj

)
,

for each j = 1, . . . ,m, which is an (n + 1) × (n + 1)-skew sym-
metric matrix-valued function, here

(6.11) gj :=

(
g1j
...gmj

)
=




g(∂/∂uj , e1)
...

g(∂/∂uj , em)




and ωj is as in (6.8). By the assumption, (5.9) holds. Hence
one can show easily that

∂ω̂j

∂ui
− ∂ω̂i

∂uj
+ ω̂iω̂j − ω̂jω̂i = O
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for each i, j = 1, . . . ,m. Hence there exists a smooth map

F = (x0,x1, . . . ,xm) : U → SO(m+ 1)

satisfying
∂F
∂uj

= Fω̂j (j = 1, . . . ,m)

with F(P0) = id. Then

f :=
1

c
x0

is the desired map. In fact,

df(ej) = xj (j = 1, . . . ,m)

holds.

Proof of Theorem 6.7 (for the case k < 0): Since k < 0,
there exists a real number c such that k = −c2. Taking the
orthonormal frame field (e1, . . . , em) on U , we set

(6.12) ω̂j :=

(
0 ctgj

cgj ωj

)
,

for each j = 1, . . . ,m, which is an (n+1)×(n+1)-matrix-valued
function, here

(6.13) gj :=

(
g1j
...gmj

)
=




g(∂/∂uj , e1)
...

g(∂/∂uj , em)



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and ωj is as in (6.8). Since

Y ωj − tωjY = 0 (j = 1, . . . ,m)

holds, where Y := diag(−1, 1, . . . , 1). This implies that there
exists

F : U → SO(m+ 1, 1),

where

SO(m+ 1, 1) =
{
a = (aij)i,j=0,...,m ∈ Mn(R) ; taY a = Y, det a = 1, a00 > 0.

}

Then there exists F : U → SO(m+ 1) satisfying

∂F
∂uj

= Fω̂j (j = 1, . . . ,m)

with F(P0) = id. Then

f :=
1

c
x0

is the desired map.
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Exercises

6-1 Prove Lemma 6.5.

6-2 Prove Theorem 6.7


