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A Typical Memory Hierarchy

By taking advantage of the principle of locality (FFrE)
Present much memory in the cheapest technology

at the speed of fastest technology PP
On_chlp Components ------------------------ :-;-:-;-:-;l; -------
Control e .
=t Second Secondary
-~ = Level Memory
Datapath | P || = Cache (Disk)
Sl B (SRAM)
o]l |
gy L3 i s e 5 e e B ol S el T LSl TLE LY T
Speed (%cycles): ¥4's 1's 10’s 100’s 1,000’s
Size (bytes): 100’s K's 10K’s M’s G'stoT's
Cost: highest lowest
~@9‘ TLB: Translation Lookaside Buffer

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 2



Memory Systems that Support Caches

3
» The off-chip interconnect and memory architecture can 3%
affect overall system performance in dramatic ways

on-chip

CPU

J T

Cache

32-bit data buUS
or /

32-bit addr
per cycle

=)

49‘

Memory

One word wide organization (one word wide
bus and one word wide memory)

O Assume

1. 1 clock cycle to send the address

2. 25 clock cycles for DRAM cycle time,
8 clock cycles access time

3. 1 clock cycle to return a word of data

a2 Memory-Bus to Cache bandwidth

e number of bytes transferred from memory
to cache per clock cycle

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 3



One Word Wide Memory Organization x
\

« The pipeline stalls the number of cycles

on-chip for one word (32bit) from memory
CPU * 1 cycle to send address
1 C « 25 cycles to read DRAM

* 1 cycle to return data
« 27 total clock cycles miss penalty

Cache

32-bit data bus
or /

32-bit addr

per cycle

[ ] 25 cycles [ 1]

« Number of bytes transferred per clock
cycle (bandwidth) for a single miss

« 4/ 27 = 0.148 bytes per clock

Memory

~ "\ ="
) 4
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One Word Wide Memory Organization, con't X
\

e What if the block size is four words?

on-chip * 1 cycle to send 1st address

. « 4* 25 = 100 cycles to read DRAM

=/ T « 1 cycle to return last da.’ra word
« 102 total clock cycles miss penalty
Cache
] 25 cycles [ ]
] 25 cycles [ 1]
bus — 5 | :
| 25 cycles N

Memory

* Number of bytes transferred per clock cycle
(bandwidth) for a single miss

* (4x4)/ 102 = 0.157 bytes per clock
=y i

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH




One Word Wide Memory Organization, con't X
\

« What if the block size is four words and if a
page mode DRAM is used?

on-chip

« 1 cycle to send 1st address

%DUI « 25 + (3 * 8) = 49 cycles to read DRAM
« 1 cycle to return last data word

Cache 51 total clock cycles miss penalty

bus 1 25 cycles [ ]
I 8 cycles I
Memory I 8 cycles I

* Number of bytes transferred per clock
cycle (bandwidth) for a single miss

= « (4x4)/ 51 =0.314 bytes per clock

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 6




NEXYS 4 DDR

* Micron MT47H64M16HR-25:H DDR2 memory
« 128MiB DDRZ2, 16-bit wide interface

R240
WCCIvVE DOR1VE
A "

2ebbpEREERRRERER
= 1=1=F=1=]
gEggggEEEE88888
5555535535557
VREF
A1S_REU
DOR Al Ald_RFU DOs LA i
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5 Al2 D13 2
L A1l e "
OOE A Al Dl o
OO AR TEO] A% Lo O D08
OO AT TIo] AR Do TSOR O0E
OOFAG wre] A7 DOE X TOR_ D07
OO A% WIT] A6 maTa7HGAMLGHR-2525E/ 187 DOT i TR O0R
OOR_Ad WET] A5 DO
O0R_AJ mic| A4 DOS [=py TiOR_O04
O0R_AZ mre Ad o i TGOR_O03
O0R A1 [T ﬁ boR2 % i TilR_DE
OOR_AD RG] b rrg GOR_OO1L
DDR_BAD 2] e 0ap f
G0 _BAL e | unas e DOR_UDAS P _ATs
OOR BAT K] iz LOES w2 GOk LD P A=
RIal 100 uDaS#NL 5L GOR_U00G N A=
DR CE P il 1 18 1 ==
o - 1 e o LOGS#/NU m::
S CKE
==/ T0R_CHE +34 fi= e | M2 DR ::'nM
DO&_CS [T [ LE==———=
i ﬁ f;" 57 ' DR ODT
TR WE By Casé
B2 WEH
=1
ez PR
4.TH J4.7K
rfra oo fra oo - frafes b b s b b fn b= e =
gkt izzrE Rk EE
GND GND
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Micron MT47H64M16HR-25:H

ODT —=b '
| T -
CKE —+0— Control L E
K —vo— logic .
CK#  —wi—i '
54 —wo2 . .
RASE —sb—| 2T K QDT control .
CASH o |E 8 H CoLo, COL1 e swl sw2 sw3| T
WE# —wo— S © 13 T 16 4 l :
. - [TRefreah address Memary array 1] A k I\ [\ :
: Mpg‘f || e B Row- Iatcdh (8,192 x 256 % 64) | | L] o4 16, sz sw2,wsw3 '
¥ reqi | | 2 N
| eqisters : address deacgde; ] - ha Read 1,6 MU R'I . R2 % RE%
! 16 ! MUX i latch == * v v i
: ®, R13 R2% mas| [0 DQO-DA
! Sense amplifier [~ T 4 : : d I
' I 0as - 1
. X generator | Jpgs, UDQSe !
: ! 64 jnput  LDQS, LDQS# |
! X 7 registers '
. : o 110 gating 2 i
AD-A12, i Address ! = Bank DM mask logic TRITE g8 H - -&qﬂ& td[?g;:
BAD-BAZ register [ ([ cantrol FIFO | mask .3 1‘} !
: 3 logic and 2 2 '
i I "J * 64 d In .l"l = ’.f L]
[ + rivers [ 16 '
: Col Eem i !
: decoder K, CKi#—>|CKout | 64 | 18] | 18 :
: o Column- | 8 ckin [S7o116 1,18
. address 77 # B 1 UDM, LDM
; counter/ | _}E « }E '
! latch [y '
! COoLo, CoLt '

Micron datasheet
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Interleaved (424

on-chip

CPU

J C

Cache

—

bus

Memory
bank 0

Memory
bank 1

Memory
bank 2

Memory
bank 3

With parallelism

™

49‘

')—2) Memory Organization

3
For a block size of four words with 3%

interleaved memory (4 banks)
e 1 cycle to send 1st address
« 25 + 3 = 28 cycles to read DRAM
e 1 cycle to return last data word
» 30 total clock cycles miss penalty

| 25 cycles I
[ 1] 25 cycles [ 1
| 25 cycles I
I 25 cycles [ ]

Number of bytes transferred per

clock cycle (bandwidth) for a single
miss

* (4 x 4) / 30 = 0.533 bytes per clock

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 9



The Memory System's Fact and Goal x
\
* Fact:

Large memories are slow and
fast memories are small

» How do we create a memory that gives the illusion
of being large, cheap and fast ?

« With hierarchy (/=)
« With parallelism (3f5!]1%)

=)

~ ="
) 10
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A Typical Memory Hierarchy

By taking advantage of the principle of locality (FFrE)
Present much memory in the cheapest technology

at the speed of fastest technology PP
On_chlp Components ------------------------ :-;-:-;-:-;l; -------
Control e .
=t Second Secondary
-~ = Level Memory
Datapath | P || = Cache (Disk)
Sl B (SRAM)
o]l |
gy L3 i s e 5 e e B ol S el T LSl TLE LY T
Speed (%cycles): ¥4's 1's 10’s 100’s 1,000’s
Size (bytes): 100’s K's 10K’s M’s G'stoT's
Cost: highest lowest
~@9‘ TLB: Translation Lookaside Buffer

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 11



Magnetic Disk (BES T4 XD)

* Purpose i\xi

* Long term, nonvolatile (F#EFE) storage <«

: : R —
o v Platters
Lowest level m.’rhe memory hierarchy >
« slow, large, inexpensive \ -
* General structure @
* A rotating platter coated with a magnetic surface N e secpe
* A moveable read/write head to access f 7
the information on the disk % i
« Typical numbers e
* 1+o0 4 platters per disk of 1" to 5.25” in diameter (3.5” dominate in
2004)

« Rotational speeds of 5,400 to 15,000 RPM (rotation per minute)
« 10,000 to 50,000 tracks per surface
 cylinder - all the tracks under the head at a given point on all surfaces
« 100 to 500 sectors per track
~@"" * the smallest unit that can be read/written (typically 512B)

¥ (CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH




Magnetic Disk (B T4X%Y)

@v http://sougo@57.aicomp.jp/0001.html
CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH




Disk Drives

Controller
+ SCCTOP \ Tracks
Cache

Platter

Cylinder

ead —~——Platter f X

Track

N\ 7/

To access data: ==

« seek time (>—2H5f#): position the head over the proper track
 rotational latency (EIERfF5EEE): wait for desired sector
« transfer time (EREFFfE): grab the data (one or more sectors)

e Controller time (#l{#HEFER): the overhead the disk controller
) @@ imposes in performing a disk I/O access

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 14



Magnetic Disk Characteristic

« Disk read/write components Controller Sector

1. Seek time: position the head over the Cache
proper track (3 to 14 ms avg)

« due to locality of disk references
the actual average seek time may
be only 25% to 33% of the advertised number —~——Platte

2. Rotational latency: wait for the desired sector Head
to rotate under the head (¥2 of 1/RPM converted to ms)
« 0.5/5400RPM = 0.5/90 rotations per second = 5.6 ms
« 0.5/15000RPM = 0.5/250 rotations per second = 2.0 ms

3. Transfer time: transfer a block of bits (one or more
sectors) under the head to the disk controller’'s cache (30 to
80 MB/s are typical disk transfer rates)

4. Controller time: the overhead the disk controller imposes in
performing a disk I/0 access (typically < .2 ms)

~ ="
\Q 15
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Typical Disk Access Time

\

= The average time to read or write a 512B sector for a disk 3%
rotating at 10,000RPM with average seek time of 6ms, a
50MB/sec transfer rate, and a 0.2ms controller overhead

Avg disk read/write time

= 6.0ms + 0.5/(10000RPM/(60sec/minute) )+
0.5KB/(50MB/sec) + 0.2ms

= 6.0+3.0+0.01+0.2

= 9.21ms

If the measured average seek time is 25% of the
advertised average seek time, then

Avg disk read/write = 1.5+ 3.0+ 0.01+0.2 = 4.71lms

= The rotational latency is usually the largest
_ component of the access time

49‘
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Disk Latency & Bandwidth Milestones

» Disk latency is one average seek time plus the rotational

latency.

« Disk bandwidth is the peak transfer time of formatted

data from the media (not from the cache).

CDC Wren | SG ST41 SG ST15 SG ST39 SG ST37
Speed (RPM) 3600 5400 7200 10000 15000
Year 1983 1990 1994 1998 2003
Capacity (Gbytes) 0.03 1.4 4.3 9.1 73.4
Diameter (inches) 5.25 5.25 3.5 3.0 2.5
Interface ST-412 SCSI SCSI SCSI SCSI
Bandwidth (MB/s) 0.6 4 9 24 86
Latency (msec) 48.3 17.1 12.7 8.8 5.7

;\9‘

\

Patterson, CACM Vol 47, #10, 2004

CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH
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Reliability ({£%81%), Availability
\

« Reliability — measured by the mean ftime to failure
(R FERFR, MTTF).
» Service interruption is measured by mean ftime to repair
(EHEERR, MTTR)
* Availability (7 RXASEYT 1)

Availability = MTTF / (MTTF + MTTR)

« Toincrease MTTF, either improve the quality of the
compohents or design the system to continue operating in
the presence of faulty components

1. Fault avoidance: preventing fault occurrence by
construction

2. Fault tolerance: using redundancy to correct or bypass
faulty components (hardware)

. @9- SIEHET AR QHEIFIEMTTF (1005 (1145F) BE

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 18




TSUBAME 2.0

TSUBAME2T|3 LE2MaFU B0 TE./ — FHRIRL T hEFH. FTMIFEAX I3 54GE
D AT VR - Thind —FTF . £F AT &L T 54GBLE ERALWERFEDRSEDENT
EITGPUAEIESEL - Thin/ — FES{#EL oS Thind —FOETE 488 T CPUb 2 ES51T
153GFlops(2—H7 =2 F8F). GPUL3ESEIT 1545GFlopsT @ (CPU. GPUX|Z{5¥%
EEE | B R E R . £ ATV OFIER CPUBR 2CPUS ET 64GB/ /s, GPU{EIA3
ESETI62GE/sICHVE T ThEh 0 — P 27 ELSERIESRE — 2RE TE L FERED
FAA =g T OHERE T Z NSV E B4 TSUBAMEZTE CPUERE - Ho~ T GPUERE
FEHLIER - TRUET .,

AL —

TSUBAME2T3 2 Lo —iA88E LT AR —L T 4L D HUFERI T8 5 — L 83 AR T — SR RAE R D7 o ) 202 T L 58T 38380 2 HL
=R ETRETH W, IolC T — S FICL80@3kR o T D LA ERED SN T ET .

Akl —3iF . el
b =

FTE./—FOE—LT L 2FJ A (NFS). % NFS,
=L MZ L —2 —F 2 (CIFS). ¥A4+AT s CIFS, BlueArc Mercury 100 (—3fGRIDScalar) /home

A =2 (ISCSI) iSCSI

Jwork0

BIIPA | smim— onImE S O A Lustre MDS: HP DL360 G6 x 6, 0SS: HP DL360 G6
2T E‘@T—ﬁgﬂjz?‘v omn R x 20, DDN SFA 10K x 3, 2TB SATA x 3550,  /gscr0
1,581, - ST GPFS 600GE SAS x 50

Jdatal

;"@‘
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RAID: Redundant Array of Inexpensive Disks
\
* Arrays of small and inexpensive disks x

* Increase potential throughput by having many disk drives
* Data is spread over multiple disk
* Multiple accesses are made to several disks at a time

 Reliability is lower than a single disk
 But availability can be improved by adding redundant disks

[ R B
o

~ ="
\Q\ 20
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RAID: Level O (RAID O, M4 L, ARSAELD) X
\

G G G G
blk1 blk2 blk3 blk4

« Multiple smaller disks as opposed to one big disk

» Spreading the blocks over multiple disks — striping — means
that multiple blocks can be accessed in parallel increasing the
performance

* 4 disk system gives four times the throughput of a 1 disk
system

« Same cost as one big disk — assuming 4 small disks cost the
same as ohe big disk

« No redundancy, so what if one disk fails?

=)

49‘
¥ (CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH
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RAID: Level 1 (Redundancy via Mirroring)

< S < S < S < S [ s S < S < S <—
blk1.1 blk1.2 blk1.3 blk1.4 blk1.1 blk1.2 blk1.3| |blk1.4

redundant (check) data

\

» Uses twice as many disks for redundancy
so there are always two copies of the data

« The number of redundant disks = the number of data disks
so twice the cost of one big disk

 writes have to be made to both sets of disks, so writes
would be only 1/2 the performance of RAID O

« What if one disk fails?

« If adisk fails, the system just goes to the “mirror” for the
data

~ ="
\Q\ 22
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RAID: Level O+1 (RAIDO1, Striping with Mirroring)

redundant (check) data

« Combines the best of RAID O and RAID 1,
data is striped across four disks and mirrored to four disks
* Four times the throughput (due to striping)

« # redundant disks = # of data disks
so twice the cost of one big disk

e writes have to be made to both sets of disks,
so writes would be only 1/2 the performance of RAID O

« What if one disk fails?

« If adisk fails, the system just goes to the “mirror” for the
A @@- data

\
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RAID: Level 4 (Block-Interleaved Parity) X
\

Block parity disk
s T - S < S <
blk1 blk2 blk3 blk4 @

 Cost of higher availability still only 1/N but the parity is
stored as blocks associated with sets of data blocks
* Four times the throughput (striping)
e # redundant disks =1 x # of protection groups

« Supports “small reads” and “small writes”
(reads and writes that go to just one (or a few) data disk in a
protection group)

=)

A@‘
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Small Reads and Small Writes

. RAID 3 i\%
New D1 data

XOR

= B B

e RAID 4 small reads and small writes

New D1 data
o o) [ o

3 reads and 2 writes
involving all the disks

2 reads and 2 writes
involving just two disks

;\9‘

¥ (CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH 25



Distributing Parity Blocks

RAID 4 RAID 5

Y
N

) —

el &)
) G D)

) &0 CD]

N
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10 11 12

O
) |
J |

14 15 16

@) GDGED G0
(&) (D D E0()

RECIONE
A @

@) &) @D 0
B &) =) @]

&) D D ED()

L
L
3

By distributing parity blocks to all disks, some small writes
can be performed in parallel

A@‘

& CSC.T363 Computer Architecture, Department of Computer Science, TOKYO TECH



RAID: Level 5 (Distributed Block-Interleaved Par'i’ry)x

\
ooooo

one of these assigned as the block parity disk

« Cost of higher availability still only 1/N but the parity block
can be located on any of the disks
so there is no single bottleneck for writes

 Still four times the throughput (striping)
e # redundant disks =1 x # of protection groups

» Supports “small reads” and “small writes” (reads and writes
that go to just one (or a few) data disk in a protection group)

« Allows multiple simultaneous writes

=)

~ ="
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