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Supervised Dimensionality ©°
Reduction

Samples {z;};—; have class labels {vi}i—; :
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We want to obtain an embedding
such that samples in different

classes are well separated Y
from each other! : B
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Within-Class Scatter Matrix

Sum of scatter within each class:
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S(w) -/ -, (wz — l*"y)(m’b — l’l’y)—r
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Ny # of samples in class ¥y
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K, :mean of samples in class ¥



Between-Class Scatter Matrix °°

Sum of scatter between classes:

“:%Zw"’

) p -mean of all samples
< K, :mean of samples in class y
Ny # of samples in class y




Fisher Discriminant Analysis (FDA)

Fisher (1936)
ldea: minimize within-class scatter and
maximize between-class scatter by
maximizing
tr(BS'“B")"'BS®BT)
To disable arbitrary scaling, we impose

BS"WB' =1,
FDA criterion:

Brpa = argmax tr(BS(b)BT)
BeRde

subject to BS'"W BT =1,,
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FDA: Summary

FDA criterion: Brpa = argma&; tr(BS(b)BT)
BERmX

subject to BS'"WB' =1,,
FDA solution:
Brpa = (¢1|¢2| T |¢m)T

o 1\, %, i~ :Sorted generalized eigenvalues and
normalized eigenvectors of §(®)qh) = \S ()

AL > A2 2> Ag <S(w)¢i7¢j> = 0i,;
FDA embedding of a sample x

z = Brpax



Examples of FDA
d=2,m=1 (R®° = R')
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FDA can find an appropriate subspace.



Examples of FDA (cont.)  °°
d=2,m=1 (R = R")

1

However, FDA does not work well
If samples In a class have multimodality.



Dimensionality of Embedding Spate

We have rank(S"”) = ¢ — 1. (Homework)

This means {)\:}¢_. are always zero.
C :# of classes Al > Ao > > N\

Due to the multiplicity of eigenvalues,
eigenvectors {%;}?_. can be arbitrarily
rotated in the null space of S,

Thus FDA essentially requires
m<c—1

When ¢ =2 , m can not be larger than 1 !

T .dimensionality of embedding space



Pairwise Expressions of Scatter®

n Homework
st = % Z Q)Y (i — mj)(xi — x;)" ( )
1,7=1 Q(w) _ 1/ny (yz = Y; = y)
" 0 (v #yj)
g(b) _ Z Q(b) —z)) (i — ;)T
7,3 1 Q(b): 1/n—1/ny (yzzyjzy)
" 1/n (yi # vj)

n # of all samples

Implication: ny # of samples in class y

e Samples in the same class are made close
e Samples In different classes are made apart



Local Fisher Discriminant Analysts

Sugiyama (2007)
ldea: Take the locality of data into account:

e Nearby samples in the same
class are made close

e Far-apart samples in the same
class are not made close 1o

e Samples in different
classes are made apairt

-10 -5 0 5 10



| FDA Criterion 70

_ocal within- class scatter matrix:

N(’w) 1 N(w)
= Q,; (zi —xj)(xi —xy)"

zgl

W ; . Similarity

~ (w) Wii/ng (i =y; =y)
Qz’,j :{ g/ Ty J

0 (yi # yj)
Local between class scatter matrix:
~(b) _ 1 égbj) —z) (i — wj)T
K 2" - { Woi(1/n—1/n,) (s=y; =)
1/n (yi # yj)

LFDA criterion: Brrppa = argmax tr(Bg( )

BERde

subject to Bg’(w)BT =1,,

B")



LFDA: Summary &
(b)

LFDA criterion: Brppa = argmax tr(BS B')
BeRde
. ~(w) T
subject to BS "B =1,

LFDA solution:
Brrpa = (¥1|ts] - |9,,)"

o { )\, v, }" Sorted generalized eigenvalues and

~ (b ~ (w
normalized eigenvectors of S( )¢ = AS( )¢

A > A2 2> NG <§(w)¢i7¢j> = 0;;

LFDA embedding of a sample x

z=DBrrpax



Examples of LFDA 2

-10 ‘ ‘ ‘ ‘ -10 ‘ ‘ ‘ ‘ -10 ‘ ‘ ‘ ‘
-10 -5 0 5 10 ~10 -5 0 5 10 -10 -5 0 5 10

Note: Similarity matrix is defined by the nearest-
neighbor-based method with 50 nearest neighbors.

LFDA works well even for samples with

within-class multimodality.

Since rank(é(b)) > c, m can be large in LFDA.

C # of classes TN .dimensionality of embedding space



Example of FDA/LFDA

Thyroid disease data (5-dimensional)
e T3-resin uptake test.

e Total Serum thyroxin as measured by the
Isotopic displacement method.

etc
Label: Healty or sick

Sic
o H

K can caused by
yper-functioning of thyroid

o H

ypo-functioning of thyroid
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Projected Samples onto 1-D Space

[ Hyperthyroidism 8r [ Hyperthyroidism
8| | I Hypothyroidism I Hypothyroidism
6 L —
6f .
Sick |
4t
| | H H H
0 U |
=25 -20 -15 - 3 4 5 6 7
i First Fe
30 ,| I Euthyroidism 20 *l I Euthyroidism
25} B
15
20 B
| Healthy =
10 B
5 -
5F i
0 ‘ ‘ ‘ 0 ‘ ‘
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First Feature

Sick and healthy are nicely
split.

But hyper- and hypo-
functioning are mixed.

First Feature

Sick and healthy are nicely
split.

Hyper- and hypo-functioning
are also nicely separated.



Homework &

Implement FDA/LFDA and reproduce the 2-
dimensional examples shown in the class.

http://sugiyama-www.cs.titech.ac.jp/~sugi/data/DataAnalysis

10 Data Set L1 10 Data Set L2 101 Data Set L3

Test FDA/LFDA with your own (artificial or
real) data and analyze the characteristics of
FDA/LFDA.



Homework (cont.) 70

Prove that rank(S(b)) =c— 1. C :# of classes
Hint: Range of S'” is spanned by {&, — 1}, .

e [ WO-class case e | hree-class case

MK

g b (T30 m ® [Ly

l’l'2 \Mh
K3

\l/

H1 — M

Span({1s, — H}2_) FRUATRL
-

Span({p, — u}izl)




Homework (cont.) "
Prove that

N 8 = 13 QY (@ - w)) (@i - )T

7,31

g) §® — L ZQw) zi— ;) (@i — ;)7

7,]1

Q) — 1/ny (yi=y; =y) Q) — l/n—1/ny (yi=y; =)
o 0 (v # yj) " I/n (yi # ys)

n, # of samplesin class ¥ n:# of all samples

Hint: The use of the following mixture scatter
matrix may make your life easy...

1=1



Suggestion 8

Read the following article for the next class:

e B. Scholkopf, A. Smola and K.-R. Mdller:
Nonlinear Component Analysis as a Kernel

Eigenvalue Problem, Neural Computation,
10(5), 1299-1319, 1998.

http://neco.mitpress.org/cgi/reprint/10/5/1299.pdf



