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230Active LearningActive Learning

Good questions Bad questions

For obtaining good learning results, training
input points should be determined appropriately.

1x 2x 1x 2x

Target function
Learned function



231Active Learning: Analogy to Real LifeActive Learning: Analogy to Real Life

It is not interesting to 
passively attend the lecture.

It is more effective to actively
ask questions in the lecture.



232Formal DescriptionFormal Description

Test input point:
Test input density:
Generalization error (expected test error):

Determine training input points so that



233SettingSetting
Training examples

Training outputs       : additive noise contained

Output noise      : i.i.d. with mean zero



234Setting (cont.)Setting (cont.)
Test input density is known. 
Linear model:

Least-squares learning:



235Estimating Generalization ErrorEstimating Generalization Error

We have to estimate unknown generalization 
error.
This is similar to model selection.
We do not have training output values              
in active learning!



236Decomposition of Target FunctionDecomposition of Target Function

(          and         are orthogonal)



237Bias/Variance DecompositionBias/Variance Decomposition

(bias)

(variance)

(model error)



238AssumptionAssumption
We assume that model is correct

: model error vanishes
LS is unbiased: bias vanishes

Only variance remains!



239Active Learning with LSActive Learning with LS

Determine              so that

In active learning, we can not use training 
output values                for estimating 
generalization error.
We considered zero-bias cases and 
evaluated the variance!



240How to OptimizeHow to Optimize

Determine              so that

For trigonometric polynomial models, 
the solution can be analytically obtained.
However, in general, simultaneously 
optimizing     points is not tractable.



241How to Optimize (cont.)How to Optimize (cont.)

Major approaches to avoid intractability:
Optimize points one by one in a greedy manner
Optimize probability distribution from which 
training input points are drawn.

Optimize training input density based on



242When Model Is Not CorrectWhen Model Is Not Correct
When model is not correct, least-
squares is no longer unbiased (even 
asymptotically) due to                     .
Instead, the following importance-
weighted LS is asymptotically unbiased.



243Solution of IWLSSolution of IWLS

IWLS learning result is given by



244Asymptotic Unbiasedness of IWLSAsymptotic Unbiasedness of IWLS
We show



245Asymptotic Unbiasedness of IWLSAsymptotic Unbiasedness of IWLS

Thus,                                   .

(Law of large numbers)

(Q.E.D.)



246Active Learning with IWLSActive Learning with IWLS
Variance of IWLS is

Optimize training input distribution based on



247Notification of 
Final Assignment

Notification of 
Final Assignment

1. Apply supervised learning techniques to 
your data set and analyze it.

2. Write your opinion about this course

Final report deadline: Aug 8th (Fri.)
E-mail submission is also accepted!

sugi@cs.titech.ac.jp



248ScheduleSchedule
July 8th : preparation for workshop

(no lecture)
July 15th : preparation for workshop

(no lecture)
July 22nd : mini-workshop

(starting from 10:40 !)


